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Synthesis of nonlinear controller for wind turbines stiypilvhen
providing grid support

I. Pefarrocha, D. Dolz, N. Aparicio and R. Sanchis

Departament d’Enginyeria de Sistemes Industrials i Digsémiversitat Jaume |, 12071 Castell6, Spain.

SUMMARY

This paper presents a new nonlinear polynomial controbberwiind turbines that assures stability and
maximizes the energy produced while imposing a bound in #egted power derivative in normal
operation (guarantees a smooth operation against windl&umte). The proposed controller structure also
allows eventually producing a transient power increasedwige grid support, in response to a demand from
a frequency controller. The controller design uses newrapétion over polynomials techniques, leading to
a tractable semidefinite programming problem.

The ability of the wind turbine to increase its power undertiphload operation has been analysed. The
above optimization techniques have allowed quantifyirg ileximum transient overproduction that can
be demanded to the wind turbine without violating minimureesh constraints (that could lead to unstable
behaviour), as well as the total generated energy loss. Giliy &0 evaluate this shortfall has permitted the
development of an optimization procedure in which wind fawarproduction requirements are divided into
individual turbines, assuring that the total energy losthéwind farm is minimum, while complying with
the maximum demanded power constraints. CopyrigH2012 John Wiley & Sons, Ltd.

Received ...

KEY WORDS: Power generation control; wind power generatimansient grid support; polynomial
control; sum of squares.

1. INTRODUCTION

Wind energy penetrations have reached significant levahaimy power systems. It has forced many
system operators to change their grid codes in order to as# génerators for additional duties,
including grid support to improve frequency contrd].[These new requirements take into account
the specific characteristics of wind energy.

Therefore, for the case of contributing to frequency cdnitds typical to require the provision
of downward regulation through the implementation of amasyetrical droop control that only acts
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during over-frequency eventg,[3]. This is always possible for any wind turbine technologycsi
all of them can curtail the generated power when ordered &ndo

On the contrary, contribution to upward regulation presesame limitations depending on the
operating point of the wind generators. It does not presestilpms when working either at full
load (i.e. the pitch angle is not at its optimum value) beeadtlre is extra energy available in
the wind that can be extracted just by changing the pitchearayl deliberately deloaded because
there is an amount of reserves availablg At partial load, however, only variable speed wind
generators can increase the generated power beyond itenieahinput since this is only possible
by increasing the electromagnetic torque, and that can lmmlgchieved through the use of power
electronics, allowing access to power controller refegerithe extra power needed is extracted
from the kinetic energy stored in the blades. Thus, the wiertegator starts to decelerate leaving
the optimum speed. The new electromagnetic torque referisnesually the result of the sum of the
reference torque that comes from the speed controller glémkthe maximum production speed)
plus an additional term fixed by the frequency controlgr Before reaching the minimum speed,
the generated power must be reduced below the captured poweter to accelerate the machine
S0 it recovers its original operating point.

The most widely used configuration found in the literature i controller for speed control and
a PD controller for frequency contrdh,[6]. In the latter, the proportional gain is just a droop cohtro
needed for the provision of primary frequency regulatioheveas the derivative gain is for inertia
emulation, needed in variable speed wind generators tagadkequency response as their power
converters decouple machine and grid frequencies.

Many authors have shown how this, or similar configurati@as, contribute to the reduction in
frequency variations; the methods differ primarily in hawdeal with the wind generator speed
reduction. The decrease in speed produces a significanttiendin the power extracted from the
wind, leading to instability if the electromagnetic refece is not changed before reaching the
minimum speed. In7] it is assumed that the speed control helps in maintainialgildly since it
tries to keep wind generator speed within the limits. Howgveecognizes that it is not possible for
all the cases and gives an example of a wind generator begamstable after providing support
for frequency control. In§] a speed controller is designed to act slow enough to mirartte
variation of its output during the initial transient of andan-frequency event. The response of
the wind generator only during the transient is guarantgedduling a washout filter before the
droop control. A washout filter is known as a transient draopyidro turbines. Wind turbines from
General Electric offer primary regulation and inertia eatign separatelyd]. Primary regulation
is only possible if the wind turbine is previously deloadétkrtia emulation is always possible
but is only used during under-frequency. When inertia etiarias enabled, the speed control is
programmed far slower and a first order filter is added at itgutuThere are grid codes that require
inertial emulation, which is met for instance by defining gegi amount and duration of the extra
power that must be generateld.

Neither of the previously proposed solutions demonstrgteisal closed loop system stability.
Furthermore, the performance is only evaluated ex post fattis means that the controller designs
are not developed in an optimal way.

More complex controllers have been recently proposed fadwiirbines 11-13], using a linear
parameter varying controller that is designed using a fimed system model, and the wind speed as

Copyright© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2012)
Prepared usingncauth.cls DOI: 10.1002/rnc



time varying parameter. They have produced some improveimeerformance as their controllers
are computed with an optimization procedure trying to fisfiime given constraints on the machine
operation (viaH., controller design). Nonetheless, there is still the neefihtba control scheme
that optimizes the generated power at the same time thavviges grid support to contribute to
system frequency control, as it is statedid][

The present work develops a new strategy for nonlinear pohjal controller design that
translates the goals and restrictions that a wind turbinst meatisfy, including limitations in both
ramp rates and stresses and fatigue in mechanical comsoneiot a computationally tractable
optimization problem. The proposed strategy allows us terdgne ex ante the machine behaviour
when it provides grid support (transient overproductiany the limit of the operating conditions in
which the stability is assured. Furthermore, it allows ugredict on line the total generated energy
loss after overproduction transients (including the sgbsat recovery). Using these predictions,
a wind farm controller is proposed to dispatch the power defsavia an optimization procedure
that minimizes the total energy loss. This proposal clegmgroves other simpler strategies, like
proportional onesl5], that may result in a higher total energy loss and may cansalility in the
wind turbines.

The structure of the work is as follows. First, Sectibpresents the models considered for both
the wind generator and the wind farm. Secti®ddevelops the proposed state and wind observer.
Section4 presents the proposed controller design including stiegetp compute the admissible
bounds on the overproduction demand, and the total enesgydoring overproduction transients.
Section5 presents a power dispatch function, while in Sectidhe proposed strategies are tested
and some simulation results are shown. Finally, Sectismmmarizes the main conclusions.

LIST OF SYMBOLS
List of Parameters Meaning
H; Wind turbine inertia constant
H, Generator inertia constant
Dy, Friction constant
Kig Elastic constant
Cij Coefficients of the aerodynamical torque polynomial
Tem Electromagnetic constant time of the generator
To Constant time of the wind generator model
Wg.mins Wgmax  LiMIts of the allowed speed
Umin, Umax Considered limits on the mean wind speed
K(z,@;) Controller function
Q Tuning gain matrix for Kalman filtering
R Measurement noise covariance matrix
List of Variables Meaning
T, Torque due to wind action
Tem Generator’s electromagnetic torque
Copyright© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2012)
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T, Desired generator’s electromagnetic torque

wy Slow shaft (blades) rotational speed

Wy Fast shaft (generator) rotational speed

wy Desired fast shaft (generator) rotational speed
wy(v) Rotational speed that maximizes generation
wy wy in steady state

wy Variations ofw} around the steady state

0 Angular difference between equivalent masses
Ié; Blade pitch angle

v Wind speed

v Mean wind speed

v Mean wind speed estimation

v Wind'’s turbulence component

P Generated electric power

P, Available wind power

AP* Desired transient power generation increase
AT* Incremental electromagnetic torque

AT Maximum allowed incremental electromagnetic torque

T, Discrete time state for Kalman filtering
I Controller integral error

w White noise for wind modelling

x Continuous time state for controller design
T State at the equilibrium point

z State variations around the equilibrium point

ol Incremental control action (the output of the controller)
V(z), W(z)  Lyapunov functions
e(t) Electrical energy deviation from the optimal production
L Total energy loss
L(AP™) Total energy loss function depending on incremental powenahd
i Grid point for computational issues
j Number of turbine in the wind plant

2. PROBLEM STATEMENT

2.1. Wind turbine mathematical model

Doubly fed induction generators (DFIG) are the most widedgdiuntil now 6] so the analysis

is focused on these machines. A mathematical model for a D#E turbine connected to an
electrical grid will be developed including the drive traiine aerodynamic effects, and the electronic
converter. This is a simplified but complex enough model toie® with sufficient accuracy the
proposed goals (performance quantification). The drivie imsmodeled by means of two inertias
connected through a spring and a shock absofjgelefading to equations (the dependence on time
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t is omitted for brevity):

th)t = Tt — Dtg (wt — wg) — th 9 (1)
ngg = Dtg (wt — wg) —+ th 60— Tem (2)
9- =Wt — Wy (3)

wherew;, is the slow shaft rotational speed (i.e., the wind turbing)the rotational speed of the
fast shaft connected to the generator roféy,the wind turbine inertia constantl, the generator
inertia constant]; the torque developed by the wind turbine due to wind actiod &, the
electromagnetic torque of the generator. Speeds and ®agaeexpressed in p.u. units (i.e. relative
values with respect to their nominal value, meaning 1 theinahvalue and 0.5 half the nominal
value).6 is the angular difference between equivalent masses. Thadaleveloped by the wind
turbine can be expressed approximately by means of staiatifuns of the wind speed, rotor
rotational speed and blade pitch angbe,Several functions for this torque can be found in the
literature. In this work, this torque has been approximéatgd polynomial function as

4 4
T = Z Z cijviwtj, 4)

i=0 j=0

where the pitch blade angle is assumed to be zero, as, in ths wnly low and medium wind
speeds (the more probable ones) are assumed.
The wind can be characterized by means of its mean value antidénce component, as stated
in the IEC-standardl[/-19]
v(t) = o(t) + o(t).

The mean value of the wind(¢) is assumed to change slowly in time (in a scale of hours) and it
can be modelled by Van der Hoven'’s spectral model plus a Weikabability distribution. For the
turbulence part a Kaimal model can be used. In the short-gepariodic variation due to tower
shadow can also be added. Those models have been implernreotddr to generate the wind used
in the simulation verification of the proposed analysis aretiiction methods explained later, but
the details are omitted for brevity (they can be foundlig [L9]).

The electromagnetic torque is achieved by means of a curoaititol loop in the power electronics
converter that presents a much faster dynamics than theeimg &nalysed. It can be approximately
modelled by a first order model that depends on the geneag¢edsas in11]) as

. w
Tem = _g(T;m - Tem)- (5)

em

The generated electric power is given by

P = Tonw,. (6)

2.2. Wind turbine and farm control objectives

The wind turbine operation requires a controller that desithe electromagnetic torque to be
applied at each instant of time. The objectives of the cdletrare divided into two groups. First, the
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goals related to the normal operation and the behaviour iegpect wind variations, and second,
the goals related to the transient grid support capalslitie
Objectives related to normal operation (behaviour witipees wind variations):

e Maximize the generated electrical power, tracking as fagiassible the optimal generation
speed as a function of the mean wind speed.

e Bound the generated power derivative through all the operaange. For example according
to standard 61400-22(), i.e. a rate limitation of 10% of the rated nominal power imeo
minute (P| < 0.1/60 p.u./s).

e Guarantee that the generator speed remains in a safe r@NGe[Wy, min, Wg,max), Usually
Wg.min = 0.8 P.U., andv, max = 1.2 p.U.).

Objectives for the wind turbines related to grid support dathevents:

e To be able to produce a transient increase in the generateerpwith a prescribed peak
value, to provide grid support.

e To be able to compute off line, for the designed controllee maximum power increase
that can be demanded to the wind turbine, as a function of teanmvind speed, while
guaranteeing that the generator speed remains insidefthefgerating range.

Objectives for the wind farm related to grid support demarehés:

e To minimize the total energy loss, distributing the transjgower demand between the wind
turbines in an optimal way.

About the ability of producing a transient increase in theegated power, the idea is to help
the grid to restore faster its nominal frequency when soniaréaoccurs in any conventional
electrical source. The power generated by the wind turbamebe transiently increased by means
of decelerating the machine and injecting its stored kinetiergy.

The following considerations must be taken into accourthwéspect to transient overproduction
demands. First, in this work, the considered situationsharse in which the wind speed is equal or
below rated. Second, the power increment is achieved by snafaa machine deceleration, and it
must be assured that the machine does not exceed the lintits operating range, or to an unstable
behaviour. Also, the higher transient production is (fonadvspeeds equal or below rated) followed
by a recovery transient in which the machine is restoredstmdrmal operation and, during that
recovery, needs to capture wind power to accele@&l]. During this process, the total amount of
electrical energy produced is always lower than the onergéeebif no power overproduction were
demanded. Both the injected energy during the initial paswerproduction transient and the total
energy loss depend on the demanded power, but the relatimmimear (as it will be shown later
in Section4.4 and numerically in Sectiofl). Therefore, an optimization procedure is proposed to
assure that the demanded overproduction is satisfied byititefarm at the same time that the total
electrical energy loss is minimized.

2.3. Wind turbine and farm control structure

The proposed controller for each wind turbine and the winehfeontroller have the structure shown
in Fig. 1. An existing grid frequency control system (that is outsidehe scope of the paper) is
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Wind turbine 1 £

‘Wind farm control

Wind turbine j

7. |Observer

VZ AP

. . . . . . J
from the Dispatch function F-=-i----- to the

power system power system

Figure 1. Proposed control structure.

assumed to eventually ask the wind farm for a transient aserén the generated power, defined by
a given peak value) P*. The dashed arrows indicate signals that are not continlotisnstead,
are only defined in the discrete instant when a transien¢&s® event is produced by the frequency
controller. The wind turbine controller has the followingusture (for each of thg =1,..., N
wind turbines in a farm). First, a wind and state observanjglémented using the measurement of
the generator speed and the applied electromagnetic tofty@eobserved wind speed is filtered in
order to obtain a soft mean wind speed estimatiprnThe wind mean speed is then used to obtain
the speed generator referenggthat leads to the maximum power generation. This is obtaiyed
maximizing the available wind power (given % = T} w;), within the allowed range o, and
taking into account that in steady state= w,, leading to an static functian; (v).

The optimal generator speed reference and the estimatedastathe only inputs of the speed
controller during normal operation. This controller cortgsithe control actioff’,, by means of a
polynomial controller (see Sectiah), whose structure includes a PI controller as a particidaec
(i.e., traditional PI controller can also be handled witis tructure).

In order to be able to respond to the eventual grid supportadeinthe peak incremental
power demand received by the wind farm from the frequencyrobler, A P*, is split into several
incremental overproduction demands that are dispatcheado wind turbine controlled P;, that,
divided by the speed reference, results in a peak value céimental electromagnetic torqus?’;":

AT = A @)
J

*
wg

This torque is an eventual signal that takes a value diffdfrem zero only at the instant when the
overproduction is demanded. The controller incorporaiesdventual signal such that a transient
incremental torque (and hence generated power) with a palak ofAT'r is generated, vanishing
with time as it is compensated by the controller (due to thegral action), finally recovering the
previous steady state value. A detailed description of Hewcbntroller deals with this signal can
be found in Section 4.3.

The incremental power demand must be bounded by a functitmeokind speedA P 1,ax(7),
in order to assure that the machine is not taken out of the gadeating range at any instant,
or destabilized, as it will be shown in Sectidi3, where a procedure to compute that bound is
developed.
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A power dispatch function is proposed, as shown in Ejgvhose objective is to satisfy the total
demanded overproduction with the minimum possible enargy.lIn order to make the assignment
decision, the maximum possible overproduction dema\¥ (.,.) as well as the energy loss related
to the production demand.{(AP;)) are assumed to be known for each turbine (the procedures to
compute them are developed in SectibBand4.4).

In the following sections, the observer, the controller traldispatch function design procedures
are detailed. In Sectioghand4 one single turbine is considered and, therefore, the indenbering
the turbine inside the wind farm will be omitted.

3. STATE AND WIND OBSERVER

For the state and wind observer, a simple random walk is useithé wind generation modeél=
wy,, Wherew, is white Gaussian noise. With this wind model, a forwardetghce approximation
of the DFIG model is defined with a sufficiently small peribdleading to

VL Vg—1 + T Wy k-1
Wi Wi f—1 + HL, (Tt k-1 — DigAwp—1 — KigOr—1)
Tp = | Wor | = |Wgk—1"+ ng (—Tem k-1 + DigAwi—1 + Kig0r_1)
Tem,k Temk—1 + T“;"iw"l( omk—1 — Lemk—1)
L O | | Or—1+ T Awg_1 ]
Wy, k = [0 0 1 0 O} Tk (8)

whereAwy, 1 = wi g1 —wy i1, andlyp 1 =30, Z?:o cijv_w] ;. Letus now express the
previous model as

wy = f(@h—1,T0 k1) + Wk—1 (9)
wgk = Cxp + vy, (10)

wherew;,_; is assumed to be a white noise disturbance vector takingaetount the wind speed
variations and possible model errors, ands the measurement noise, assumed to be a white noise
signal with known variancé€{v?} = R. The proposed algorithm, based on the Extended Kalman
Filter, that must be computed at each sampling period tmesti the wind speed, its mean and root
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mean square value is

Ty, = f(@k—1, 10 k1) (11a)
Pr =F, 1Py FL +Q (11b)
Lp=pr;ct(CP;CT"+R)™! (11c)
i = ay, + Li(wgy, — Cdy) (11d)
Py =(I-L,C)P, (11e)
U =p-vp+ (1 —p)- o (11f)
Gook =D Goa -1+ (L —p) - (U — 0p)? (11g)
Gok = \/Oork (11h)

where@ is used as a tuning parameter (see Sedijop is a slow discrete time poléd (< p < 1)
chosen to be the discrete-time equivalent of a continuibus-pole similar to the model that
generates the mean wind speed variations (abg6i0s—*, hencep ~ ¢~ ). The matrix F,_;

is given by

Fp_1 = 9z

3 *
1T ko

Note that this algorithm is useful for both wind estimatiordastate observation, and can be used
to implement wind control algorithms based on polynomiatestfeedback control, or to address
optimization procedures that depend on the working comuiitiof different wind turbines. This
idea is explored in the following sections. From now on, il wé assumed that the wind and state
observer has been tuned properly and, therefore properass of the state and wind are available.
For that reason, and in order to avoid an abuse of notatierestimated statet} will be rewritten
asz, and the estimated mean wind spegdasw.

4. CONTROLLER DESIGN

4.1. Control system modeling

In this section, the procedure to obtain the speed contrédlenormal operation is explained.
The design strategy has been developed by using Lyapundwudwetind applying optimization
techniques over polynomials (se&] for the details on the technique, arigBF27] for other recent
applications). For these techniques a dynamical polynomdalel of the system is assumed to be
available, fulfilling

&= f(x) +g@)w,  f(0)=0 (12)

wherez is the state vectory are the inputs, and(z) and g(z) are given polynomial vectorial
functions. For design purposes, the wind will be modelled afowly time varying mean value
plus a signal generated by a bounded white neisittered by a first order system with a low time
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constant, leading to

@‘:Ti(w—@), (13)
v=0+7. (14)

The system model used for the design procedure is defined as

R L(w-1) '
Wy H% (Ti(v,wi) + Dig(wi — wy) — K40)
@y | _ | 7y (“Tem = Diglwi = wg) + Kif) (15)
0 Wy — Wy
I wy — Wy

[ Tem ] L = (T, — Tem) _

Tem

whereT;(v,w;) is the polynomial defined indj, I is the integral of the generator speed tracking
error, andl’;,, = K (r,wj) is the control action to be defined. The controller can be grushial
function of the state: (including the integral error), and reference inpgt This is a polynomial
dynamic model with inputsv andwj;. The proposed control scheme fixes the speed reference
as a function of the estimated mean wind speed. In order ttysmdhe tracking behaviour

of the controlled system with respect to changes in the spefstence, it will be written as

wy = w;(v) + W, Wherew? (v) is the optimal speed reference, aijfirepresents a possible change

g )
in this reference. Introducing this concept into dynamipsagion it leads to

T = f(xv T)) + guw + gPJ); + gT(x)Te*ma (16)

wherev can be considered as a time varying parameter whose sloatiearivill be neglected (note
that the dynamics of the mean wind speed is much slower thearett of the dynamics considered
in the model). As modell6) does not fulfill the conditiory (0, o) = 0, as needed, new incremental
variablest must be defined fulfilling: = z + z, wherez is the value that make&z, v) = 0. From
this equation it is easy to derive the following expressifanghe equilibrium points

This has two consequences. The first one is that the elecgretia reference torque (the control
action) must take a non-zero value at the equilibrium poifgf, (= 7.,,)" that must be taken
into account in the change of variables, that now will be esped ag”, =T + T, with
T, = K(z,0y;) andw; = wy — wy. With these changes of variables, the model can be expressed
as

&= f(5,0) + gow + gp@} + gr(#)T7,, (17)

In practice, this value will be achieved by the controlleariks to the integral error terin
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1.2¢

1.1F

0.9r

0.8
5

Speed generator referencg, (p.u.)
=

6 7 .8 9 10 11
Average wind speed;, (m/s)

Figure 2. Optimal speed generator reference as a functioreah wind speeds.

The second one is that the non-polynomial relationsHif@) (introduced in Sectio@.3and Fig.1,
and detailed in Sectiofi.2and Fig.2) appears, and, therefore the previous model cannot beswritt
with a polynomial dependency of(if w;(v) were a polynomial, the result would be a polynomial
parameter varying system). For this reason, an approximaiethod is proposed using a grid of
n different mean wind speeds betweenv,,;, andv,,,, (normally v,,;, = 6, Umax = 10 for low
wind applications) fulfillingu,,;, = 11 < 02 < -+ < U, = Umax. The number of points in the grid
is a trade-off between fitting the nonlinear behaviour witlffisient precision and the required
computational cost for the algorithms to come. With thisigwe assume from now on that we have
a set ofn, possible polynomial models

i = fi(Z) + gww+ gp @) + g1, () TS, (18)

whereuw is the wind turbulence, antl= (5, @, @, 0, I, T )" anda? are the variations of the state
and reference from the equilibrium point, defined as a fomctf the mean wind speed by

. T
Wt,i = Wgi = wy(0i), Tem,i = Ti(vi,wy (), 0; = 1}(: )
t

g

4.2. Optimization based controller design

The previous controller depends on the mean wind speed bgsraddahe optimal speed reference
w;(v). Then, before computing the controller, the optimal speéerence function must be obtained
assuring that the operation of the machine in steady statergees the maximum power. This can
be obtained as a result of the following optimization profj¢hat must be solved for each mean
wind speed{=1,...,n):

w(7;) = arg max  Tpw;
9 T  w
W

s.t. f(l‘, ’Di) + gT(m)T;m =0,

Wt, min § Wt § Wt,max-

Figure2 shows the function; (v) obtained for the wind turbine analyzed in Secttn
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As previously described in Sectiéh2, the objectives of the controller during normal operation
are to smooth the generated power (i.e., to assurefhi lower than the imposed limit for a wind
with a given turbulence), at the same time that the optimakgaion speed is tracked as fast as
possible (when a change on the mean wind speed is detectentddr to attain these objectives,
one must take into account that in a given wind farm, the tierize intensities can be bounded.
This bound will lead to different covariance of the fast wivatiations depending on the mean
wind speed, as stated in standard IEC 614007). With that covariance, a maximum value of the
turbulence can be obtained with the confidence interval. Let us call that bouagfor each mean
wind speed.

Also, it must be noted that the nonlinear polynomial modsliieen obtained for a given operation
range in which the controller must work. For this reason,grablem of finding a controller that
attains the stated goals will be solved locally using staggon constraints. For the case of the wind
turbine generator, these are the known limits of the speedgkctromagnetic torque. This region
will be defined in terms of the incremental variablesnd, therefore it will depend on the mean
wind speed. It will be denoted &% and defined as follows:

Wg, min < (Dg,i + Wy < Wy, max
D;=417: Wt, min < a}t,i +wy < Wt,max

Tem,min < Tem i+ Tem < Te'rn,max

= N =

The following theorem is useful to find a controller that assuthat the power variations do not
violate the established constraints at each of the mean syiedds|(°| < P), and that the integral
speed tracking error is minimized.

Theorem 4.1
For alli =1,...,n points in the gridding, if there exist a positive real numbegn Lyapunov
functionsV; (), W;(z) and a functionk (z, ©}) fulfilling,

Vi(z) >0, 2#0, V;(0)=0, VT € D, (19a)
Vi(#) <0, Yu? < @?,Vi € {#|Vi(z) = 1}, Vi € D; (19b)
P2<P? Vie{#Vi(@) <1}, Vi eD; (19c)
Wi(z) >0, 2 #0, W;(0) =0, Vz € D; (19d)
W;(2) <@, Vi e {2|W;(2) < 1}, VZ € D; (19e)
I? < v, Vi € {&|W;(z) <1}, VZ € D; (199

with
7@ = 2D (@) + guw + or @K G.35)
aW( )

Wi(7) = (fi(@) + gp(2)@} + gr4 (D) K (2,5})) ,

Pi = Wg Tem + Wy Tem = Ci}g(Tem,i + Tem) + ((Dg,i + ®g>T8m7

then, under null initial conditions, a constant speed mfee and wind disturbances bounded
by |lw||- < @, the power derivative is bounded By| ., < P. Furthermore, under null wind
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disturbances, the reference tracking error is boundddfpy. < /v for reference changes bounded
by |||z < 1.

Proof

Constraints 199 and (L9b) indicate thafi;(z) is a Lyapunov function such that decreases on the
boundary defined by;(z) = 1 for all inputs fulfilling |w| < w;, and, therefore, the state will always
be contained in the séf(z) < 1 under null initial conditions. Conditionl@¢) indicates that the
inclusion of the state in that set implig#, .. < P.

Now, if null initial conditions are assumed:(0) = 0), and both sides of inequalityl§e are
integrated assuming thgff w;Q dt <1, it leads toW;(z(T)) < 1 (asW;(z(0)) = 0). On the other
hand, under null reference inpum_;}(: 0), constraint {96 leads toW;(z) < 0, YVW;(z) <1, i.e.,
the Lyapunov function decreases foralhside the set defined By (z) < 1. Therefore}V;(z) < 1
is the reachable set for all reference inptijshounded in energy by 1. Finally, constraih®() states
that the integral error is bounded By||.. < /7 for all Z inside the mentioned set. g

Remark 4.1
The previous theorem allows us to find a controller fulfillitge proposed constraints, and,
furthermore, if a minimization ofy is addressed, the fastest feasible controller can be @&atain
However, it is difficult to solve the minimization problem tiie Lyapunov function, controller
functions, and set membership functiorid;) are not first restricted to a predefined structure.
If these functions are forced to be polynomials of a giveneardhen the previous problem
can be converted to an optimization over polynomials onesid&s, that optimization can be
further simplified to reach a computationally tractable ewical problem, if the positivity of the
polynomial functions over the different sets is restrictecsum of squares constraints using the
Positivstellensatz resul2p] that can be found in the appendix. This simplified probleom{sof
squares optimization) can be reduced to a semidefinite @nogiroblem that can be efficiently
solved with well-known interior-point algorithms. Of caer, the price paid is the introduction of
some degree of conservativeness.
To find the (local) controller that assures that the refesdracking speed is maximized and that
the power derivative is bounded, the following optimizat@roblem is proposed:
i 2
vk ) )
st.Vi=1,...,n

Vi(#) —ei’d —p1i(7) €X

— Vi(@) = 5:(@)(@F = v?) + (@) (Vi(#) — 1) — p2i(3) € T

PP’ ri(#)(1 - Vi(#) — psa(d) € T

Wi(#) — 3’3 — pai(3) €2

wi? — Wi(@) — 1(2)(1 — Wi(F)) — ps,4(2) € &
v =P = 1(Z)(1 — Wi(@)) — po,i(T) € B

'(~ ) ( )7 tz( L(i‘) € 2; Y > 0,
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whereV;(z), Wi(z), ¢:(Z), ri(%), si(¥), t;(¥) and K (#,w}), are polynomials to be obtained during
optimization problemy. is the set of sum of squares polynomialss a small positive constant,
and where the derivative functiom$(z), W;(i), P; must be expressed as indicated in theosein

Polynomialspy, ;(z) (k = 1,...,6) are formed as in
Pr,i(T) =0tk,3,1(Z)(@g — (Dg,i — Wg,min)) ((Wg,max — @g,i) — @) (21)
+ g 2(Z) (@ — (@10 — Wi min)) (W, max — @ii) — W)
+ ak,i,3(i‘)(fem - (Tem,i - Te'rn,min))((Te'rn,max - Tem,i) - Tem)

whereay, ;; € , 1 = {1, 2,3} are polynomials to be obtained during optimization probl&mese
polynomialspy, ;(z) are used to solve the problem locally, allowing us to find @ifela solution on
the previously defined s&;.

Note that this optimization problem is non-convex as prasio€ decision variables appear. For
that reason, a solver for bilinear matrix inequalities,tardtive procedure, or more recent strategies
(see Rg]) are required. The numerical aspects of this optimizagimblem are out of the scope of
this paper.

4.3. Bounding the overproduction demand

The controller designed in the previous section for nornpalration maximizes the tracking speed
while bounding the power derivative. However, this conémoimust also be capable of responding
to eventual grid support demands defined as an incrementargueak,A P*. To cope with this
requirement, the incremental peak power demand receivdtelwind generator) P*, is converted
into a peak incremental electromagnetic torque signal okt valueAT™* that is an eventual
input of the speed controller. The simplest way of genegagipeak of value\T* in the torque is
to add this value as a constant (step) disturbance to theioatpghe previously designed speed
controller. The controller reacts producing a transiemremental torque (and hence generated
power) with a peak value oAT™*, that vanishes with time after a transient, as it is comptedsa
by the controller (due to the integral action), finally reeoug the previous steady state value.
The behaviour during this transient can be observed in tgelBi During the initial part of this
transient, the machine is decelerated transferring thaebleinetic energy to the grid. Then, the
machine is accelerated again, reducing the generated pawithe equilibrium pointis recovered.
This strategy has a minor implementation problem: each timeverproduction event occurs,
the disturbance signal is incremented, and as a resultntegral term of the speed controller
grows. This could produce numerical issues in the long tdinis problem can be easily solved
by implementing a mathematically equivalent strategyteiad of adding a step disturbanceXsf™

at the controller output, an impulse signal of the neces&ne should be added once to the integral
term of the controller. This would produce an instantangnasease in the controller output, that
would be compensated after a transient, returning the altentrto its previous steady state. The
exact value of the impulse to be added to the integral ternbeaasily computed from the controller
equation, as the value that produces an instantaneous$ecofAT™* on the controller output. As
both strategies are equivalent, in the sequel, the first srassumed to be applied for analysis
purposes.
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During the transient, the generator speed reaches a minialua that depends on the value of
incremental torquedT™*. It will be useful to compute which is the maximum incremétdeque that
can be added to the controller output while guaranteeirighleagenerator speed remains inside the
safe operating range (it is not decelerated too muchydse> wy min). In this way, the incremental
torque added as a disturbance can be limited to remain ink&eafe speed range. Obviously,
the maximum torque will depend on the operating point (iretlee wind mean speed). Another
aspect that should be analysed when studying the behavialér wverproduction demands is the
effect of the transient overproduction on the overall gleat energy generation, as a function of the
operating point.

Once the controller has been obtaingg; ( = K(z,w;)), some assumptions are taken on the
modelled dynamics, in order to formulate the closed loopesyanodel. First, the dynamics of the
wind turbulence signal is assumed to be negligible-(0), and, thereforey = ©. As a consequence,
itis also assumed that the speed referesjge) will not change during this transient and, therefore,
@y = 0. Moreover, it is assumed that the incremental torque sigitedppear when the wind turbine
is operating on its optimal poiat, = w}(v) and, therefore, the difference between the present speed
and the limit oneq, = w, min) is given by the known quantity; (v) — wy min (i-€., the incremental
speed|w,| must be bounded b’ (v) — wy min). Finally, the electromagnetic reference torque
is assumed to include the external incremental sigxiaF. With these assumptions, the system
model (L8) with the controller is reformulated in closed loop for egaint of the grid, taking into
account the disturbance inpatr'*, leading to

i = fori(&) + gra(2)AT*, (22)

The following theorem allows us to bound the incrementaksge, signal under a step input
input on the incremental torque signal.

Theorem 4.2
For each point in the grid,= 1, .. ., n, if there exists a Lyapunov functidr (z) fulfilling,

Vi(z) >0, 240,V eD; (23a)
(%) <0, VAT*® < AT}, .2 Vi € {2Vi(Z) = 1}, Vi € D; (23b)
@7 < (Dg,i — wgmin)?, VI € {E[Vi(Z) < 1}, VI € D; (23c)
with
L OVi(E _ N
Vi@ = 220 (e (@) + grale)aT) (24)

then, under incremental torque demands bounded &y || < AT}, the rotor speed fulfills

Wy Z Wg, min-

Proof

Similar to Theoremd. 1, the first two constraints indicate that the state will ale/ag contained in the
setV;(z) < 1 under null initial conditions and input torque signals bded by|AT™| < AT}, ..
Condition €3¢ implies the following bound on the incremental spgled || < @g.; — Wg,min, i.€.
the absolute speed will fulfilb, > wg min. O
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Remark 4.2

If one finds the maximumAT}, .. such that conditions2@) are fulfilled, then the maximum
admissibleAT™* is obtained. As explained in Remakl, this problem can be simplified to a
numerically tractable one if itis reformulated as a sum oizggs problem. In this case, the following
optimization problem leads to the maximum torque step viilatassures that the generator speed

does not go below, ,,in p.u. for a given mean wind speed(i = 1, ..., n):

max AT/ (25)

Vi1 7, max
St Vi(@) —ex’d —p1y(2) €D
V(&) —54(2) (AT} o —AT*?) + ¢i(2)(Vi(Z) — 1) — p2i(Z) € 2
)

i,max

((‘Dgﬂ' - Wg,min)Q - @3) - ti(j)(l - V(~ ) - pB,i(j) €,
Si(fﬁ)v tz(j) € Ev AT

i,max

>0,

whereV;(z), s;(Z), ¢;(Z) andt;(z) are polynomials to be obtained during optimization prohlem
¥ is the set of sum of squares polynomial$és a small positive constant, and where the derivative
functionV; (i), must be expressed as indicated in TheofetPolynomialgy, ;(Z) (k = 1,...,3)
are included to restrict the search on theBgtand they are formed as i21), whereay, ;; € &,
1 ={1,2,3} are polynomials to be obtained during optimization problem

After computation of this optimization problem over thegridding points, a smooth function is
proposed to be defined by interpolating the obtained valeasing to a bound of the maximum
allowable torque as a function of the estimated wind meaadpe

AT* < AT}, (0). (26)

If the incremental electromagnetic torque is obtained apgsed in equatiorv] (as a result of a
demanded incremental powArP*), the maximum allowable value for the incremental power as a
function of the wind mean speed is given by

AP (0) = AT () wy (D). (27)

This function is represented in Fig. above the dispatch function block, and in F&in the
numerical example section.

4.4. Evaluating the total energy loss

As shown in Fig.10, when an incremental torque disturbance is added to theubafphe speed
controller (or an equivalent impulse is added to the intefgran of the controller), while working
in steady state on an optimum generation equilibrium pthetelectrical power is increased during
a short period, but then the power decreases, falling bdlewptimum point, and finally the power
increases again until the machine recovers its optimumlibgum point. Due to the nonlinear
nature of the wind power capture (that depends on the tudpaed), during this operation, the total
produced electrical energy is lower than the one that woalctbeen obtained if no incremental
power had been required.
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Let us introduce a new variabtedefined as

e(t) = /0 (P(r) — P)dr, (28)

that is the integral along time of the difference betweenréda generated power and the optimal
generated power in steady state for a given mean wind spe#dr{a transient overproduction).
This variable can be viewed as the total electrical energiatien from the optimal production. If,
at a given instant, the quantityis positive, it means that the produced electrical enerdsrgger
than the one that would be obtained if operating in steadg $tathe optimal equilibrium point.
Note that this situatione(t) > 0) is only possible during the transient time in which the niaeh
is being decelerated and the electrical power is incredsaoks to transformation of the stored
kinetic energy on electrical one. Let us define the totalcitge energy as the value eft) when
P(1) — P =0, i.e. whene(t) reaches its maximum positive value (see Figf at a given instant
of timet, e(t) < 0, then the total generated electrical power until titnie lower than the one that
would have been obtained if operating at the optimal regime.
Let us also define the total energy loss as the quantity
t —
L=—lim e(t)=— lim i (P(r)— P)dr (29)
In order to analyse the benefits of attending overproduate&mands, the total energy loss should
be evaluated for different operating conditions and in@etal power signala P* (bounded by
APy .. () if speeds under the lower allowed limit must be avoided)dileg to an evaluation

function L(v, AP*). In order to find this function, let us consider the state spaonlinear
differential equation formed by2@) plus state equation

é¢=P—P=wgTem +@0gTem,i + 0gTem, (30)

wherew, ; andT.,, ; are the equilibrium speed and torque values for a given wiedmspeed; of
the previously defined grid.

The following numerical approximation is proposed. Fortearan wind speed in the grid, m
different incremental power valués,, (for k = 1, ..., m) fulfilling

0< (51‘71 << 6i,'m = AP,:maX

are taken (withAP;ij the resulting maximum power demand obtained from optironat
problem @5) and equatiori{7)). For this grid of the incremental power values, the logsfion
is calculated through numerical approximate integratiohthe resulting system of differential
equations including, leading to a matrix of loss function valués, = L(v;,d; ) fori=1,...,n,
k=1,...,m. The total energy loss function is proposed to be a smootttiomL (7, A P*) that

*Note that this value cannot be obtained analytically dueeéabnlinear behaviour of the system of differential ecpreti
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approximates and upper bounds the previous points withympoiial form as
L(v, AP*) = a(v) + b(0) AP* + ¢(v)AP*?, (31)

wherea(v), b(v) and¢(v) > 0 are polynomials functions on (see Sectiorb for the necessity of
the positivity condition ore(7)). In order to obtain this upper bounding function, the falliog
optimization problem is proposed

min

a(?),b(0),c(?) v

c(0) — $(0)(0 — Umin)(Umax — ) € X, s(0) € X (32)

wherea(v), b(v) andc(v) are polynomials to be obtained during the optimization Sige9) and
where

€k = a(@,-) + b(’ljl)AP:k + C(’DZ)APL*k — Li,k; i=1,....,.n; k=1,....m

is the residual error of the polynomial approximation thans to be minimized. Note that for
a given mean wind speed, the loss function can be represestadfunction of the incremental
demanding power (see Fi§.leading toL (A P*) (this is the right block above the dispatch function
block in Fig.1, representing a different second order polynomial for eatbe of the mean wind
speed).

5. POWER DISPATCH FUNCTION

The wind farm eventually receives from the frequency cdl@ra desired total incremental power
demandA P* that must be achieved adding the powers of all wind turbinethé farm. Let us
assume that a wind farm is formed bBywind turbines, and let us use the indeto enumerate each
of the turbines. The dispatch function objective in Figs to decide the optimal overproduction
demand (in the sense of minimum total energy loss) to be seeédth wind generator controller.
To achieve this goal, an optimization problem is proposaking into account that the following
guantities or functions are available for the present dpergoint (the procedure to obtain them
has been explained on previous sections): the maximumigessierproduction demand that can
be supported by each generatar/(, .. ), and the total energy loss evaluation function due to the
overproduction demand. (AP )).

For the given operating equilibrium point, as the mean wipeksl is assumed to be known, the
loss functionZ; (A ;) is upper bounded by the second order polynomial

max

L;j(AP}) = aj + b;jAP; + ¢;APF?
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wherea,, b;, ¢; are the evaluations of polynomial$v), b(v) ande¢(v) at the incident mean wind
speed over turbing, and where; is always a positive constant a&) has been restricted to be
positive.

The optimum overproduction demand for each one ofXheirbines that are present in a wind
farm is obtained by solving the following optimization piein:

N
i ZlLJ'(APf) (33)
]:

st 0< AP]-* < AP’

J,max>

N
> APF = AP
j=1

whereAPr are the decision variables, (A P;) is the loss function and Py, .. is the maximum
admissible overproduction demand for wind generattirat depends on the estimated mean wind
speed for that turbine (defined in Sectibi3). With this, the previous optimization problem can be

rewritten as

min ' Hz+ fz
x

st. Az <b, Cx=d
that is a standard quadratic optimization probl&® jn which matrix’
H = diag{c1,...,en}

is positive definite, and therefore, a finite optimal solat@an be found for the decision variables
z; = APr (j =1,..., N), with standard optimization todls
This optimization problem should be solved each time a newsient incremental power is

required from the frequency controller. The computatidinaé needed to solve this kind of standard
optimization problems depends polynomially on the numbietezision variables (i.e. the number
of wind turbines), and on the processor capacity. After sexperiments with an Intel i5 processor
it has been determined that the computational time is in tHeroof tenths of a second when the
number of decision variables is below one hundred (henctnéonumber of wind turbines in usual
wind farms).

6. SIMULATION RESULTS

The techniques developed in the previous sections havetbstd for a given wind turbine whose
parameters are as follows. First, the coefficients of thetfan (4) that generates the mechanical

§“diag” refers to a diagonal matrix with the indicated erdrir its main diagonal.
9As H is a positive definite matrix, this problem is convex, andrsarinimum is a global minimum.
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torque as a function of the rotational and wind speed are
Coo = —0.02239, Col = 0.0939, Co2 = —0.46547 Cpo3 = 0.50327 Clo = —0.0046,

C11 = 0.05457 C12 = —0.1784, Cop = 0.0075, Co1 = 0.0219, C30 = —9.0580 - 10_4

The parameters of the mechanical model and the actuators are
Hy =4.66s, Hy;=192s, K;;=218pu., Diy=23pu, Ty ="Tem =0.02s

First, a simulation model has been implemented, includihtha effects considered in this work
and also a wind generation model as stated in Seé&idien, a wind and state observer has been
implemented as explained in SectidnThe tuning parameters of the observer (elements of matrix
Q) have been obtained as follows. First, a noise measurenignawariance oz = 0.01 has been
assumed. As an starting point, the disturbance covariamatéxhhas been initially set @ = Q:

Qo = diag{4?,0.4%,0.4% 1.2 0.01%},

where each diagonal entry has been initially fixed to the gjoithe range of the corresponding
variable (mean wind speed: € [6,10], wind turbine and generator speeds; w, € [0.8,1.2],
electromagnetic torqueT; € [0,1.2], and angular differencet € [—0.005,0.005]). Then, the
Kalman filter has been tested with matid), and the elements corresponding to the states that
presented a lower a priori error have been decreased angbyrdd that a priori error. With this, a
new matrix gain has been obtained:

Q1 = diag{4?,0.4% 0.2%,0.01%,0.01%}.

Note that the decreased elements are the ones related terikeatpr speed and electromagnetic
torque because their equations are not directly relatduetoind speed or the wind captured torque,
the elements more responsible for the a priori error. Rimalatrix Q; has been scaled leading to
Q = k- Q1, where the parametérhas been set by trial and error to achieve a compromise betwee
settling time of the observer due to wind variations, andaciance error on steady state, leading to
k=0.3,ie.

Q = diag{4.8,0.048,0.012,3-107°,3- 10"}, R=0.01.

Fig. 3 shows a five-hour wind speed simulation where the two commuisrean be appreciated:
a slowly time varying mean, and the turbulence. On the lefllustrated the mean wind speed
estimate, while on the right a zoom in a reduced time intessahown in order to appreciate the
instantaneous wind speed estimation. As it can be seenstimation error is low, leading to a
estimation error covariance of9 - 10~4.

Then, using the Yalmip parse3(] for defining optimization problems subject to sum of sqsare
constraints, and the solver PENBM|31-33], a polynomial controller has been found via the

IIPENBMI can handle optimization problems with bilinear mainequalities, as required by the proposed optimization
problem.

Copyright© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2012)
Prepared usingncauth.cls DOI: 10.1002/rnc



21

8.4

viento
viento
=

ST

3.71 3.73 3.75
time (h) time (h)
Figure 3. Five-hour wind speed estimation, where-{’): wind speed, (-): estimated wind speed;’}:
estimated mean wind seed.

optimization problemZ0) in order to fulfill the condition that the power derivativés not exceed
the maximum allowable value @f.1/60 p.u./s, leading to an optimization index= 20.25. The
control action (including the polynomial controller) isplemented as:

Wy (t) = wy(t) — wy(t),
t
T, () = —0.08720, (1) + 0.0018@, ()% — 0.0249 / Qg (7)dr. (34)
0
If a PI controller is designed instead of a polynomial one, thie optimization problen2(), with
the same restrictions, the following PI controller is ob&ad

em

T2, (1) = —0.0136@,(t) — 0.0078 /O t Qg (7)dT, (35)

that leads to the optimization index= 39.69. As it can be appreciated, using a polynomial
controller improves significantly the performance of thatcol system.

The observer plus controller scheme has been tested in veéoged simulation model, showing
its effectiveness, as it can be observed in Bjgvhere a simulation of the wind turbine with a mean
wind speed of 8 m/s in a normal operation controlled by thempaiial controller 84) is shown.
The fulfillment of the bound in the power derivative can beestisd and the maximum value of the
quadratic estimation errof£ — 2)” (x — #)) is 0.003. Moreover, for the same wind speed, Fig
shows the performance comparison between the polynomialadter in (34) and the PI controller
in (35). As it can be observed, the polynomial controller leads kesa conservative result as the
power derivative values are higher than for the Pl controlle., closer to the imposed bounds. The
polynomial controller leads to aiV% increase of generated power due to the more efficient optimal
generator speed tracking.

**We assume that the observer is properly tuned, and, therefoth the mean wind speed)(and the generator
rotational speed, are available.

Copyright© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Contr¢2012)
Prepared usingncauth.cls DOI: 10.1002/rnc



22

8.2 h

v (m/s)
oo

7.8¢ ]

005 T T T T T

v — 0 (m/s)
o

_005 | | | | |

1.2 T T T T T
11

wy (p-u.)

0.5
0.45
04 ! ! ! ! |\'

Tt: Tem (pu)

056 T T T T T

P (p.u.)

P(p.u)
o

0 100 200 300 400 500 600
time (s)

Figure 4. Wind turbine generator behavior in normal operatwhenv =8 m/s for the polynomial
controller 34) showing: the wind speed and its mean’); the estimation wind speed error, the generator
rotational speed and its reference’); the electromagnetic and aerodynamie €’) torques, the generated
power and its derivative with the imposed bounds. Maximuruevaof the quadratic estimation error

((# — )T (z — 1)) of 0.003.

With the obtained polynomial controller and the resultihgsed loop system model, the bound
on the maximum allowable incremental power demand inpussblen obtained as a function of
the mean wind speed with the help of optimization probl@®) &and equationd7), leading to the
bounds shown in Fig6. It can be appreciated that the theoretical obtained boanelslose to
bounds obtained in simulation and always below them. ThHentdtal injected energy and energy
loss have been obtained as a function of the mean wind spéeateamanding power as explained in
Section4d.4, leading to the respective curves that can be observed irvFigd Fig.8 for different
mean wind values. Moreover, in Fithe parameters(v), b(v), ¢(v) obtained in 82) of the second
order polynomial proposed i) that model the loss energy functidriz, A P*) are shown.

A simulation of the system behaviour, starting at the efiilim point defined by a constant wind
speed o = 8m/s, under an impulse inpuk P* = 0.2 (the maximum allowed power increase that
has been predicted) is shown in Fig). It can be appreciated how the previous functions have been
able to predict that for the maximum allowed power overpaiidun: (i) the rotor speed reaches a
minimum value close t@, min = 0.8 p.u., (i) the total injected energy is 2.2 psi(see Fig7) and
(i) the total energy loss is 4 p.1s.(see Fig8).
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Figure 5. Performance comparison between the polynomiataiter (34) (-'), and the PI controller 85)
('—-") showing: the generator rotational speed, the electroratg torque, the generated power and its
derivative with the imposed bounds.

With these functions, the proposed dispatch strategy axgalan Sectiorb has been tested for the
following case. Let us assume that a wind farm is forme@#wind turbines (Vv = 25) controlled
with the previously computed controller. Let us also asstiméthe turbines are being affected by
winds with a different mean speed depending on their lonatio the farm and those mean wind
speeds are equally spaced within the range[6, 10]. Consider that, initially, the wind turbines are
operating in steady state at their equilibrium point. Cdashow that an incremental power demand
AP* of 10% of the actual total generated power in the farm is megliby a frequency controller,
and has to be dispatched within the farm. Let us compare thgoged dispatch strategy (solving
optimization problem33)) with a proportional approach p] in which each wind turbing receives
an incremental power demand proportional to its contrdsuto the global power production in the
farm as

P;
——1 __AP*. (36)

5:1 by,

The comparative results of the power dispatch strategeslown in Fig.11, where it can be
observed that the optimization approach proposes a loweeipmcrease to the wind turbines
turning faster as compared to the proportional approactth&umore, the proposed optimization

approach fits the power contribution of the slow wind turline its maximum allowable value

AP} =
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Figure 6. Maximum power overproduction that can be sent tdral\generator, wheré\ represents the
values calculated using the optimization problé®) @nd equationZ7), and= represents the values obtained
from simulations.
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Figure 7. Injected energy as a function of the power ovemprodn demand for different mean wind speeds.
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Figure 8. Total energy loss as a function of the power ovelyeton demand for different mean wind
speeds.
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Figure 9. Parameters(v), b(v), c(v) of the total energy loss modeled by a second order polynomial
L(v, AP*) (see 81)), obtained from the optimization problerd2).
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Figure 10. Wind turbine generator behaviour after a powereiase demand ok P* = 0.2 starting from

the operating point defined by a constant wind speedsm /s, showing: the peak power overproduction

demand (') and the resulting incremental torque, the electromagnét) and aerodynamic torque, the
generator rotational speed and its optimal valud (the generated power and the generated energy.

compatible with the required speed range, while the prapuat approach leads to an excessive
deceleration of the slowest turbines (leading to rotatispaed below the minimum allowed speed).
Finally the total loss function has been evaluated with Istriitegies, leading to a total loss of 12.88
p.u.s in the proposed approach, while the total loss in the ptapal dispatch approachi ] is
19.22 p.us. A save of the 33% of the total energy loss produced by theinesdj overproduction
transient is achieved by the proposed approach with respecbportional approaches.

7. CONCLUSION

In this work, an advanced control strategy for wind turbihes been proposed maximizing the
electrical power generation while bounding the power vimies in normal operation. The proposed
controller structure allows eventually providing grid popt by producing transient power increases
(using the stored kinetic energy) in response to an evedamhnd from a frequency controller.

A polynomial model for a doubly fed induction generator haeib first developed. Based on
that model, a wind and state observer has been proposethdaadn algorithm that estimates the
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Figure 11. Power overproduction distribution for 25 tudsnn a farm to respond to a 10% incremental

power demand using two strategiedor the proposed approach solving the optimization prol(&s, and

x for the proportional approach inL}] using 36). The continuous line represents the maximum allowable
power increment without violating minimum velocity coratits.

mean and variance of the wind speed in real-time during winline operation. For the proposed
model, a polynomial controller guaranteeing some giverstramts on the variations with time on
the generated power has been designed. With the designedlmmnbounds on the maximum non
destabilizing allowable incremental torque or power dednfan transient overproduction operation
have been obtained. A total electrical loss function has béen defined, allowing us to quantify
the negative effect that overproduction transients cangbetotal produced energy.

Finally, this loss function has been used to develop a dispsirategy that decides the power
increment that is demanded to each wind turbine on a farm \ategquency controller demands a
transient effort to the plant to provide grid support. Thegwsed dispatch strategy minimizes the
total electrical loss on the wind farm due to the overprounctransient.

All the proposed strategies have been translated to nuatigricactable problems and their
effectiveness have been demonstrated through severdbsioms.

APPENDIX

The following result justifies the simplifications of the wopization problems presented in
sections4.2 and 4.3, needed to obtain the controller and the quantities thatalls to describe
the behaviour. They can be derived from the called Postiilestsatz resultd2] which states that
feasibility conditions over polynomials can be dealt withlboking for some sum of squares. On
the other hand, it can be demonstrated that the feasibilaplpm of expressing a polynomial as
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a sum of squares is equivalent to solve a Semidefinite PraginagnProblem with Linear Matrix
Inequalities constraints.

Lemma 7.1
If there exist sum of squares polynomial$z) (i = 1,...,n, € R™) and polynomial(x) such
that

n

f@) = si(@) gi(w) + q(2) U(x) € %,

i=1

beingX. the set of sum of squares polynomialdifi, then, the following condition holds

f(x) >0, Vg(x)>0,Iz)=0.
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