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ABSTRACT In hazardous environments, where conditions present risks for humans, the maintenance and
interventions are often done with teleoperated remote systems or mobile robotic manipulators to avoid
human exposure to dangers. The increasing need for safe and efficient teleoperation requires advanced
environmental awareness and collision avoidance. The up-to-date screen-based 2D or 3D interfaces do not
fully allow the operator to immerse in the controlled scenario. This problem can be addressed with the
emerging Mixed Reality (MR) technologies with Head-Mounted Devices (HMDs) that offer stereoscopic
immersion and interaction with virtual objects. Such human-robot interfaces have not yet been demonstrated
in telerobotic interventions in particle physics accelerators. Moreover, the operations often require a few
experts to collaborate, which increases the system complexity and requires sharing an Augmented Real-
ity (AR) workspace. The multi-user mobile telerobotics in hazardous environments with shared control in
the AR has not yet been approached in the state-of-the-art. In this work, the developed MR human-robot
interface using the AR HMD is presented. The interface adapts to the constrained wireless networks in
particle accelerator facilities and provides reliable high-precision interaction and specialized visualization.
The multimodal operation uses hands, eyes and user motion tracking, and voice recognition for control,
as well as offers video, 3D point cloud and audio feedback from the robot. Multiple experts can collaborate
in the AR workspace locally or remotely, and share or monitor the robot’s control. Ten operators tested
the interface in intervention scenarios in the European Organization for Nuclear Research (CERN) with
complete network characterization and measurements to conclude if operational requirements were met and
if the network architecture could support single and multi-user communication load. The interface system
has proved to be operationally ready at the Technical Readiness Level (TRL) 8 and was validated through
successful demonstration in single and multi-user missions. Some system limitations and further work areas
were identified, such as optimizing the network architecture for multi-user scenarios or high-level interface
actions applying automatic interaction strategies depending on network conditions.

INDEX TERMS Augmented Reality, facility maintenance, hand tracking, hazardous environment,
human–robot interaction, mixed reality, mobile robotic manipulator, mobile network, multi-user, safe
operations, point cloud, spatial perception, telerobotics, voice control.

I. INTRODUCTION
The design of human-machine interfaces for mobile robots is
amultidisciplinary challenge that requires taking into account
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the limitations of the complete control chain. To start with the
robot’s side, there are constraints of the mechatronic systems
installed in the robot (i.e. maximum motor torques, limited
types of control algorithms in drivers, material strength limit
or singularities in manipulators) or processing power avail-
ability in the robot’s control units that can be a bottleneck
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for sensory data on-board processing. Furthermore, the com-
munication link between the robot and the human operator
must be established, which demands an investigation of the
available network bandwidth, delays, volatility, security, and
adapted protocols for dynamic environmental conditions and
control strategies [1]. Finally, on the operator’s side, the
human-centred factors such as cognitive limits, psychology
and ergonomics play a significant role in addition to the
hardware and software design requirements [2]. During the
human-robot interface specification, the level of automation
is decided, which impacts how safeguarded teleoperation
functionalities [3] or artificial intelligence (AI) should be [4].
The choice of the interface hardware is made by function of
the required sensory feedback from the robot. For example,
a 2D screen is enough for a video stream, and most digital
information is presented as text or 2D graphics. Still, the 3D
feedback from spatial sensors such as LiDAR, stereo cam-
eras, and 3D model recognition can be naturally perceived
only with stereo glasses, Virtual Reality (VR) or AR HMDs.
Similarly, to allow force feedback from the robot, a hand-held
controller can be used by the operator, or if the orientation of
the robot must be conveyed (i.e. for a teleoperated aeroplane
or a lunar lander [5]), a fully rotating systemwith the operator
inside is required. Field operations, such as underwater robot
control from a boat, underground tunnel robot control from
nearby safe zones, search & rescue, emergency response,
or space robot operation from a space shuttle, may require
easily deployable and reliable interfaces with backup solu-
tions. In the literature, numerous concepts aiding the design
of the interfaces can guide the specification of required func-
tionalities and making choices. Starting from the automation
levels [6], which define howmuch decision-making authority
the robot has and how much the human should supervise
these actions. Furthermore, as there is always a difficulty
with translating human intentions into a complex system,
the terms ‘‘Gulf of Execution’’ and ‘‘Gulf of Evaluation’’
were proposed [7], which help create a user interaction sys-
tem that brings closer the user high-level operation goals
and low-level inputs, and makes evaluation of the system’s
state by the user easier. In the state-of-the-art, several stud-
ies targeted problems encountered in specific applications.
The authors of [8] presented a broad examination of such
issues and their mitigation proposed in 150 papers. The
problems such as bandwidth, delay, frame rate limitations,
absence of prioperception and frame of reference, 2D views,
attention switches, distance estimation, understanding of the
robot’s position and orientation, predicting motion, or com-
pleting concurrent tasks were investigated. Some solutions
were proposed as mitigation: stereoscopic displays, over-
lays, multimodality, decision, and predicting systems. In [9],
which focused on AR control of unmanned aerial vehicles
(UAVs), it was emphasized that teleoperation hid themapping
between the operator’s input and robot’s dynamics, which
can be learned only by experience, and presents a dangerous
situation for untrained operators. While evaluating the MR

human-robot interface in [10], the problems of predicting
motion, spatial awareness in an unstructured fragile environ-
ment were addressed with preview and collision avoidance
functionalities.

The Human-Robot Interaction (HRI) in field robotics
(e.g. in radiation or fire zones, space or underwater) is
highly affected by the communication media, which enables
telemetry from the remote robot and control signals sent
by the operator. According to the operation scenario, a spe-
cific communication link must be used, which affects the
telerobotic interaction mode (i.e. from manual to supervised
control). Using a constrained communication link requires
giving the robot more intelligence and a higher level of
interaction, which does not require constant fast feedback.
The operator must be able to specify high-level missions,
such as waypoints and trajectories, as well as the activation
of semi-autonomous behaviours. Nevertheless, it is essential
to understand the limits of the network performance in the
case of manual remote control in case the robot encoun-
ters a situation that cannot be solved in an autonomous or
supervisory way. Combining simulated and actual data while
performing an intervention enables the user to follow the mis-
sion steps, confirm them, and receive telemetry information
while the robot is performing the corresponding task [11].
In the underwater communication domain, sonar modems are
used in large areas [12], and Visual Light Communication
(VLC) [13], and Radio Frequency (RF) are considered more
for small scenarios such as industrial underwater facilities.
Sonar modems offer communication links at low bandwidth
and higher delays, while RF [14] gives low and constant
latencies at short distances (e.g. <12m). TheVLC can be used
in dark scenarios with higher communication requirements
(e.g. 2 Mbps) and distances around 15 meters maximum.
Moreover, underwater robots are usually supported by surface
vehicles to bring the communication link to the air, so that
long distances can be established from the control station
to the target scenario (e.g. <50 km). In underwater robotics,
significant efforts are made to have the robots ready for use
in terms of mechatronics, software, and communication. It is
necessary to use a realistic VR [15] and simulation tools
[16] such as UWSIM [17] and Stone Fish [18], which allow
testing the onboard robotic algorithms in controlled virtual
scenarios. Also, it is usual to first test the robotic operations
in a controlled water pool with the real robots [19] before
bringing them to a more realistic scenario, such as the open
sea [20].

In a complex teleoperated system, the user interaction
with the robot greatly influences the mission result. In a
collaborative space with humans or during a surgery [21],
any harm to a person due to a command misunderstanding
would be considered a mission failure. Similarly, any not
avoided or even not perceived collision during manipulation,
causing damage to unique scientific equipment in a particle
accelerator or in a space station, would have critical negative
consequences even if other mission goals were achieved.
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A. STATE-OF-THE-ART OF WEARABLE AR TECHNOLOGY
FOR MULTI-USER HUMAN-ROBOT TELEOPERATION
There have been multiple recent studies evaluating wearable
AR technology for human-robot interaction while sharing
a virtual or physical workspace of a single operator with a
single mobile robot [9], [22], [23], [24], [25] or a fixedmanip-
ulator [26], [27]. Some studies were done for a single operator
controlling multiple robots [23], [28], [29]. Table 1 presents
an analysis of selected MR human-robot interfaces relevant
to the research and development of the work presented in
this paper. The study focused on the elements applicable to
the compound challenges for the interfaces for robots oper-
ating in hazardous environments (explained in Section I-C),
which is:

• The environment where the robot operates; if it is
a laboratory or real scenario; if the scenario presents
hazards for the robot or the operator; if the interface
controls a real robot or it is done only in simulation.

• The type of the user interface (2D, 3D, and if it is based
on VR, AR or MR).

• The type of interaction (joystick, gamepad, keyboard,
hands tracking, voice commands, eyes tracking).

• The collision avoidance or detection methods.
• The operator-robot communication link between the
operator, the interface server and the robot, and if it is
adapted for shared or dynamic networks.

• The AR, VR HMD, game engines, technologies that
were used to create the interface product.

• The robot type, e.g. wheeled, underwater, mobile or
stationary.

• The human-robot placement, e.g. direct collaboration
in the workspace with a robot; Line of Sight (LoS); long-
distance teleoperation.

• If the robot uses a manipulator, what its type and
complexity are, or if it has trajectories control.

• The perception capabilities, models of the robot or the
environment available to the operator, 2D video or point
cloud feedback, sensor fusion, interaction with force
feedback.

• The multi-user operation capabilities integrated into
the VR, AR, or MR, if it allows collaboration in a shared
real workspace or if users can be distant. In remote
collaboration, if the users can see other users’ positions,
hands, gestures, voice, video, point cloud or mesh.

• Estimated TRL.
Regarding the multi-user MR human-robot teleoperation,

there has been a preliminary investigation at a conceptual
level of multiple users sharing an AR workspace and oper-
ating a single robot or multiple robots, for example in [23].
On the other hand, there have been extensive studies of
products for remote MR teleconferencing, which do not offer
teleoperation capabilities:

• The authors of [30] proposed the Virtual Monitors
methodology to overlay the real world with virtual
images of other users in an AR conferencing system,
where one user wore an optical see-through HMDs and

other users used traditional webcam-based computer
stations. The user could interact with the virtual objects
using a Virtual Shared Whiteboard and communicate by
voice and gestures.

• A mixed collaboration between AR and VR environ-
ments was discussed in [31]. The concept of a transi-
tional augmented reality interfacewas introduced, where
the interface could transition from the real world to the
virtual world and then to the augmented real world,
and provide collaboration capabilities between users
or allow an individual immersion into a problem. The
authors emphasized that different viewpoints in collabo-
rative tasks generally improved the efficiency of manip-
ulation or navigation tasks in VR, but the applications
needed high-level control and a well-designed commu-
nication layer.

• The authors of [32] presented an AR system where
a remote collaborator was rendered into the scene.
The collaborator was surrounded by 15 cameras, which
allowed the construction of the 3D-rendered model.
A fiducial marker provided a stable anchor in the scene
where the collaborator was drawn.

• Volumetric avatars based on 3D capture were proposed
in [33]. In [34], 3D avatars represented other players or
conference interlocutors.

• Commercial products developed by enterprises play
a big role in driving the MR collaboration research:
Microsoft Dynamics 365 [35], Imverse [36], Meta Ocu-
lus [37], Magic Leap Social [38], Gixel [39] or High
Fidelity [40].

Table 2 presents an analysis of selected MR conferencing
systems.

B. CERN HUMAN-ROBOT INTERFACES EVOLUTION AND
STATE-OF-THE-ART
This section describes the evolution of CERN human-robot
interfaces or related domains that extended the capabilities
of CERN robotic teleoperation, such as GUI-robot network-
ing, point cloud processing for spatial feedback, SLAM,
simulations, collision avoidance, objects recognition, pose
estimation, 3D information presentation, VR, AR, operator
training or master-slave bilateral systems. For a complete
overview, Table 3 presents the timeline and the domains to
each reference contributed. The list below explains the key
contributions and added value of each reference in chrono-
logical order:

• The preliminary CERN multimodal human-robot inter-
face [42] allowed multiple types of input devices (key-
board, joypad, haptic device) and adapted dynamically
to the configuration of the robot’s components.

• A stereo vision system based on point cloud acquisition
and simulation was studied in [43].

• Research on object pose estimation for precise robotic
manipulation in unstructured and dynamic CERNunder-
ground environment was presented in [44].
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TABLE 1. The analysis of selected MR human-robot interfaces regarding the aspects crucial for the teleoperation of robots in hazardous unstructured
environments.

TABLE 2. The analysis of selected MR conferencing systems in terms of providing multi-user capabilities, local/remote collaboration, avatar
representations, and the limitations of the systems.

• AR spatial visualization of physical quantities, such
as radiation, superposed with a 3D point cloud
environment, was integrated with the human-robot
interface [45].

• A robotic teleoperation training simulator in a vir-
tual environment for teaching beginner operators was
created [46].

• A collision avoidance system prototype [47], which
uses Infrared (IR) Time-of-Flight (ToF) sensors for the
Radio-Protection (RP) arm, was integrated into the Train
Inspection Monorail (TIM) in the LHC tunnel.

• An idea of an AR display in an operator’s glasses
of environmental measurements (oxygen, radiation,
temperature) during robot-assisted interventions was
presented [48].

• A novel real-time object recognition and tracking sys-
tem, which enters the teleoperation loop and helps the
operator achieve goals, was introduced [49].

• A CERNTAURO framework with a modular architec-
ture [50] covering all aspects of CERN’s robotic remote
facility maintenance and interventions has been in use.
It covers the elements from the specification and opera-
tor training, robot selection, material choice according to
radiological contamination risks, until the realization of
themission, taking into account procedures and recovery
scenarios. It synthesized, for example, the novel bilateral
master-slave control, user-friendly multimodal human-
robot interfaces, and offline operator training.

• A robotic platform with dual arms and modular
configuration for complex multi-arm telemanipulation
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handling tasks on old CERN accelerator equipment was
designed [51].

• An accelerator construction structural inspection system
using a robotic platform was built [52]. The images and
point clouds captured by the robot’s on-board cameras
were used to reconstruct the environment, visualize and
process in VR.

• The Intelligent Train Inspection Monorail (i-TIM) sys-
tem was introduced [53]. It provided measures to
increase operation safety, such as collision avoidance
systems, increased perception with sensor fusion, arms
for manipulation, or lost communication procedures.

• A novel vision system tracking and estimating the depth
of metallic target [54] was designed for specific CERN
robotic intervention.

• Autonomous communication relay mobile stations [55]
were designed to extend the communication range for
robots operating in remote and harsh environments,
which do not have enough network coverage.

• The multimodal human-robot interface for remote
robotic intervention [11] supporting all robotic plat-
forms operating in CERN hazardous environments was
commissioned. It dealt with various practical issues,
such as adaptation to varying network delays, frequent
reconfiguration of robots, and multiple types of input
devices or sensors installed on robots. The system also
supported multi-robot and multi-tasking scripting.

• A module in the human-robot interface, which allowed
a single user to teleoperate or simulate multiple robots’
cooperation, was added [56].

• The VR was applied to preparing a robotic intervention,
where the environment was fully modelled, and the
operators used an immersive VRHMD [57]. The system
was used to estimate dangers in the maintenance plan-
ning, the radiation dose received or checking approach
feasibility.

• An algorithm for the robust 6D pose estimation with an
RGB-D camera in harsh and unstructured environments
using object detection was proposed [58].

• An original algorithm of graph SLAM for robot local-
ization in accelerator tunnels was used [59].

• The CERN MR human-robot interface prototype was
studied in [60]. It used Augmented Virtuality for
real-time video feedback from the robot and entire scene
modelling, which was used for Beam Loss Monitor
robotic measurements with a redundant manipulator.
The study also introduced operator vital parameters
(heartbeat and galvanic skin response) monitoring.

• For educational, testing, and prototyping purposes,
a minimized version of CERNBot with similar capabili-
ties (i.e. perception with sensors, a manipulator, omnidi-
rectional propulsion) was built [61]. The MiniCERNbot
used additional human-robot interfaces that could be
used with a simple browser or on a portable device, such
as a smartphone.

• A visual servoing control of a robot that had to pass
a narrow gate in the CERN SPS accelerator was
implemented [62].

• The MR human-robot interface with full robotic
model representation, real-time camera video and
3D point cloud feedback, collision detection and
avoidance, inverse kinematics, trajectories planning,
and novel adaptive congestion control based on net-
work conditions, was implemented and introduced in
operation [10].

C. MOTIVATION
The particle physics accelerators and experimental facili-
ties present a risk for humans due to radiation hazards, gas
leaks, oxygen deficiency, confined spaces, electrical shocks,
or magnetic fields. Therefore, any intervention in such places
should be done with remotely controlled robots (Figure 1).
Moreover, the operators usually cannot be in close vicinity
of the robot, and the only received feedback is the sensory
information sent from the robot. The research, developments,
and experimental results of the CERNmultimodal multi-user
MR human-robot interface with multimodal and multi-user
capabilities, which are presented in this publication, were
motivated by the following:

FIGURE 1. The figure shows two CERN robotic intervention scenarios in
the Large hadron Collider (LHC) tunnel. On the left, the remotely
controlled CERNBot performed an inspection of equipment in the
radioactive environment. It was equipped with a pan-tilt-zoom camera
and a manipulator with a radiation sensor. On the right, two CERNBots
transported a metallic beam collaboratively.

• The safety of the operation must be assured by providing
reliable hardware solutions and by creating intuitive
interfaces that take profit of the robot’s perception and
display the synthesized information.

• Up to now, the operational CERN human-robot inter-
faces used screens for visualization and keyboard,
gamepad, space mouse, or a master-slave control with
haptic feedback for control [10], [11], [56]. However,
in a complex teleoperated system extended mapping of
key bindings and actions are difficult to remember, and
a more intuitive input system should be designed.

• There have been attempts to use VR HMDs to present
the information in robotic intervention scenarios without
success due to the complexity (cabling, base stations,
tracking units, power supply) and intrusiveness of such
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TABLE 3. The state-of-the-art of CERN human-robot interfaces and telerobotics with a timeline. The ✓ points the areas that the reference extended the
state-of-the-art. The HRI means a general contribution to the human-robot interfaces, while the other areas focus on a particular aspect.

headsets and used VR controllers, which often caused
motion sickness and were difficult to deploy in the field.

• Robotic interventions performed at CERN often involve
multiple experts in the scenario:
1) a robotic operator that controls the robot,
2) an expert of the scenario that guides the operator on

how the task should be executed or gives advice if
any unexpected event happens,

3) a monitoring operator who is checking the feed-
back from the robot to avoid collisions, guide dur-
ing movements or give advice on actions,

4) an operator who is an operator in training,
5) a senior expert operator teaching the operator in

training.
As shown in Figure 2, the collaboration may not always
be convenient or achievable because of constrained
space or limited visibility of screens in an ad-hoc cre-
ated workspace. Therefore, a solution based on MR
workspace sharing locally or remotely was necessary.

The experiments performed in this work were conducted
to verify the following hypotheses:

• Hypothesis 1 (H1): The designed and implemented (at
the TRL 8) 3D MR human-robot interface with the AR
HMD can be qualified for remote operations in particle
accelerators (the validation conditions are defined in
Section III) with their particular limitation of the avail-
able communication networks, and the requirements to
efficiently navigate a robot, manipulate a robotic arm
and avoid collisions.

• Hypothesis 2 (H2): The system can provide AR
multi-user remote operation capabilities with

collaborators’ local or remote presence. The com-
munication architecture can support multiple users
who can collaboratively perform a real robotic
intervention.

D. NOVELTY AND CONTRIBUTION
We want to extend and contribute to two domains in this
publication. The first one is the domain of operational MR
human-robot interfaces using AR HMD. No such interfaces
have yet been qualified for real operation scenarios, espe-
cially in hazardous unconstrained environments and field
operations. The second is the interface’s capability for col-
laborative remote teleoperation and supervision from local
or remote workspaces, which has not yet been proposed
and released in industrial use cases with mobile robots and
constrained communication networks.

As a result of the motivation described in Section I-C, the
detailed novelty and contributions presented in the paper are:

• The MR human-robot interface was fully designed,
implemented, and deployed in the operational scenarios
in particle accelerator facilities. The multimodality of
the proposed solution is manifested in interaction types
(using human senses, speech, and bare hands, or can
be used with physical controllers such as a gamepad,
a keyboard, or a joystick), or connection options (4G,
Wi-Fi), or combination of 2D or 3D content on screens
and in the HMD. It uses sight and hearing to receive
feedback from the remote robot; recognized speech
for commands; eyes tracking to point or select; hands
tracking to interact with virtual elements; and gestures
for precise control. The only wearable device is the
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FIGURE 2. The figure presents the problematics of multi-user scenarios,
where the operator’s workspace in the field does not provide enough
capabilities for other experts to comfortably and efficiently advise or
guide the operator in the environment or task execution. The pictures
were taken during robotic interventions at CERN.

wireless HMD used by the operator, an AR headset
(in this publication, Microsoft HoloLens 2 [63] use-case
is presented) that has hands-tracking capabilities, as well
as integrated microphone and speakers. It eliminates the
need to set up a station with a table, multiple screens,
base station for tracking the operator and controllers.
This interface allows visualization of the robot’s model
flexibly positioned in the workspace, independently of
the operator’s location. As the feedback, spacial point
clouds, or multiple camera feedback are visualized. The
control of the robot is done in an intuitive, natural,
and multimodal way. The human locomotion or rotating
the model is used to change viewpoints. This interface
was developed at the TRL 8 for reliable operations at
CERN in an unstructured environment, and additional
constraints are described below.

• The spatial awareness, collision avoidance, trajecto-
ries preview and execution supervision, and adaptive
communication network congestion control for visual
feedback were adapted to the MR technology with the
AR HMD. The interface provided better environmental
understanding and facilitated collision avoidance pre-
sented in the MR environment by automatic movement

termination when a collision was detected or when an
imminent collision could happen if a trajectory were
executed. The interface raised the remote operation level
from manual teleoperation to supervisory control for
such tasks as the approach, trajectory following, or auto-
matic adaptation to dynamically changing network com-
munication constraints.

• For the collaboration of multiple operators, a multi-
user architecture was designed, deployed, and tested.
It preserves all the control functionalities of a single
robot operator with the MR human-robot interface with
the AR HMD, while allowing other operators to see
the robot’s status and feedback or take control. Multiple
operators can collaborate in the same workspace, where
collaborators can see each other. Or, it can be done
remotely, where the users can see virtual hands with pre-
cise gestures and finger joints movements, as well as the
user point clouds that can provide an even better inter-
action feeling. The multi-user environment contributes
to the MR conferencing state-of-the-art and allows full
remote control of a robot in a multimodal multi-user
collaborative way.

• In the underground environment, such as the CERN
accelerators and experimental halls, there are specific
communication limitations (i.e. availability and fixed
type of network; its limitation of bandwidth; large
round-trip time, often varying over time and locations).
Therefore, flexible and adaptive communication archi-
tecture and solutions must have been designed to enable
MR telerobotics. Already with a single operator, a con-
tinuous sent data stream can easily reach available
bandwidth limits. Moreover, to facilitate multi-user col-
laboration and spatial feedback from the robot, an even
larger amount of data must be continuously sent from
the robot to the operators. In this paper, we measured
what was the required communication load to provide
useful feedback for a multi-user and multi-camera AR
context and tested the proposed architecture of the
communication system with the Adaptive Communica-
tions Congestion Control [10]. This publication extends
the experimental results described in the previous
publication.

E. PAPER STRUCTURE
The paper is structured as follows:

• Section II describes the developed MR interface system,
in which the robot operator interacts with 3D holograms
of the robot’s model and environment representation,
and uses hands, voice, eyes tracking and locomotion to
send control commands.

• Section III describes the setup of the experiments in
which the interface was tested in robotic intervention
scenarios at CERN. The validation conditions for task
execution, network performance, and feedback quality
are specified.
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• Results of tasks execution in single and multi-
operator scenarios, operators’ feedback, and network
performance are presented in Section IV and discussed
in Section V.

• Section VI concludes the findings and proposes further
work.
Moreover, this paper should be read together with our
previous publication [10], as it references its multiple
sections and figures. Also, the experiments performed
here use several scenarios the Adaptive Communica-
tions Congestion Control paper fully described and
characterized. Therefore, it is recommended to read the
previous publication first to understand better the results,
which became more complex in the multi-camera and
multi-user applications with the AR HMD presented
here.

II. SYSTEM DESCRIPTION
The system architecture of the solution presented in this
publication extends the MR human-robot interface described
in Section B of [10]. Specifically, this system implements all
the functionalities available for that interface on screens, and
extends it in the following aspects:

1) The use of AR HMD for control and visualization of
the operated robot and its environment.

2) As depicted in Figure 3, the operator inputs were
replaced by natural human interaction inputs: hands,
eyes, and user locomotion tracking, as well as speech
recognition. In the standard screen-based interfaces,
there was always a physical device to be manipulated to
obtain input signals. The 3D holographic output placed
in the real operator’s workspace for visualization is now
used, as well as spatial audio feedback from the robot
was added.

3) The system now supports two types of robot bases:
the CERNBot with an omnidirectional wheels base
(Figure 4) and the LHC Train Inspection Monorail
with a robotic arm (Figures 5, 6 and 9 in [10]). The
CERNBot can be equippedwith a scissor lift to increase
the task space and twomanipulators with end-effectors.
The train robotic wagon contains a 9 degrees of free-
dom (DOF) manipulator for the Beam Loss Monitor
measurements (explained in Section IE of [10]).

4) Multiple users can cooperate and share control at the
same time while using AR HMDs.

The AR interface was primarily designed to operate CERN-
Bots (Figure 4) and all functionalities presented in this section
are presented with it. However, the interface is also under test
with other types of robots shown in Figure 5 of [10].
The interface was developed with the Unity 2021 game

engine with Microsoft’s Mixed Reality Toolkit (MRTK)
2 library for HoloLens 2 interaction and visualization. The
interface processing is localized in a server or a portable
computer. The visualization and input signals are streamed
to and from the HMD via the Holographic Remoting Player
application [64].

A. INTERFACE INTERACTIONS AND FUNCTIONALITIES
The operator is provided with a multimodal interaction with
the robot controls and sensory feedback acquisition settings.
There are six types of interaction:

1) Hands near interaction: the fingers are in ‘‘contact’’
with holographic elements, for example, pressing a
button, grasping and moving an object; the element
must be within arm’s reach.

2) Hands far interaction: with a pointer controlled by the
hand’s position, the elements can be interacted with
from a distance, for example, to move a video canvas
or the robot’s model; the element does not have to be
within the arm’s reach.

3) Hand gesture, position, and orientation tracking: a hand
acts as a remote controller. A robot’s base or a manip-
ulator follows the movement of the hand; the hand’s or
both hands’ gestures can also act as a confirmation key
to launch movement or activate a control mode.

4) Voice command: a sequence of words recognized by
the system launches a command. For example, ‘‘base
control’’ activates the control of a mobile base, and
‘‘save waypoint’’ creates a waypoint in a planning
mode.

5) Eyes tracking + voice command: a holographic element
can be pointed with eyes tracking and a voice command
launches an action on this element, for example, point-
ing a waypoint with eyes and saying ‘‘go to target’’
brings the planning arm to the waypoint, or an element
in a hand menu can be pointed with eyes and saying
‘‘select’’ activates it.

6) Eyes tracking + dwell: only eyes tracking can be used to
interact with a holographic element, for example, eyes
can look at a button, stop for 500 ms of dwell time,
and then the element is activated, or eyes can point an
arrow that controls the robot’s base movement. This
mode only works when hands are within their tracking
region to avoid conflict.

Table 4 presents a mapping between functionalities and
available interaction types. Multiple interaction types for
functionality allow the choice according to an operator’s
preference and are also helpful when an external condition
prevents the usage of a particular interaction. For example,
in noisy environments, the voice command may not work
reliably, but it is possible to use the hand menu and press
a button with a finger. Or, a particular eye anatomy, glasses
or imprecise eyes tracking calibration may offset the tracked
point. In this case, a hand pointer will be more suitable with a
finger pinch confirmation. From experience, hand interaction
is the most reliable interaction type, although it requires a
learning phase, as the holographic elements can only give
visual and audible feedback when activated.

B. NETWORKING
The remote-controlled robot in unstructured hazardous envi-
ronments at CERN requires flexible andmultimodal network-
ing solutions. Due to specific hazards in accelerator complex

17312 VOLUME 11, 2023



K. A. Szczurek et al.: Multimodal Multi-User MR Human–Robot Interface for Remote Operations in Hazardous Environments

TABLE 4. Interface interaction inputs and functionalities mapping. In most cases, each functionality can be used multimodally with 2-4 input types at the
operator’s convenience (hands near or far interaction, hand gestures and tracking, voice command, eyes tracking + dwell/voice command). Each
functionality has a graphical example if the interface implements it, which can be consulted in its corresponding figure or the video demonstration
available in [65].

or available infrastructure (described in our previous publi-
cation [10] in Section II-A-I), only the 4G network can be
currently used in the radioactive underground areas. In some
places, only direct LoS connection (e.g. Wi-Fi hotspot) is
available because of environmental shielding, or only CERN
Wi-Fi or cabled network infrastructure is available. Figure 5

presents the architecture of the communication system allow-
ing the operator to wear the AR HMD and control the robot.
The usage of each connection type has consequences on
the communication performance: bandwidth, delays, fluctu-
ations; and has requirements regarding the locations of the
operator, interface server, and the robot. These requirements
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FIGURE 3. The figure presents the difference in inputs and outputs between an interface using the AR HMD and a screen-based 2D or 3D interface
with standard controllers.

FIGURE 4. CERNBots with different configurations (dual or single
manipulator, PTZ cameras, lifting stage, cutters, gripper or custom-made
tools).

are presented in Table 5, which also describes their use cases,
and advantages or disadvantages.

C. MULTI-USER OPERATION AND COLLABORATION
As motivated in Section I-C, the intervention may require
more than one person operating a robot or supervising
a mission. Therefore the multi-user scenario extends the
single-user scenario by introducing other users in the AR
workspace (Figure 6). In the single-operator scenario, one
robot is controlled by one operator, who is the expert in
robot control and knows well the intervention scenario. If the
scenario is complicated, an expert can join to help navigate
the unstructured environment or provide task execution guid-
ance. Similarly, if another viewpoint, expertise, or complexity
of the robot manipulation requires another operator to join to
monitor or take control, that is also possible in the multi-user
scenario.

The multi-user operation can be executed in a shared local
workspace or remotely. In the local workspace, users collab-
orate in the same physical space. The holographic scene is

FIGURE 5. The diagram summarizes multimodal connections between the
operator wearing the AR HMD, the interface server (streaming the
holographic display contents, translating the operator’s commands into
robot control commands, and communicating with the robot), and the
physical mobile robot. Starting from the operator’s side, the HMD has two
options to connect to the interface server: 1) direct Wi-Fi connection to
the server (i.e. using Wi-Fi hotspot); 2) a chain of CERN infrastructure of
Wi-Fi and cable connections to the interface server. The server can be
connected to the infrastructure by Wi-Fi or a cabled connection. And
finally, the mobile robot has 3 options to connect to the interface server:
1) direct Wi-Fi connection; 2) via CERN Wi-Fi endpoint at the robot’s
location and then infrastructure; 3) via 4G mobile network at the robot’s
location and then infrastructure.

visualized precisely at the same place for all users (e.g. at a
round table in a control centre conference room in Figure 7).
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TABLE 5. Connection types used in robotic interventions at CERN, their network capabilities and limitations, use-cases, advantages, disadvantages, and
the required infrastructure.

FIGURE 6. Multi-user scenario extending the single-user teleoperation
scenario.

The scene positioning and scale can be done using spatial
anchors or manually adjusted. Direct pointing and discus-
sions are facilitated. The actions performed by the controlling
operator are synchronized in the display of the monitoring
operator. The video demonstration [65] shows the process and
collaboration between operators.

Remote collaboration can be done without any restrictions
on location in the world. The only requirement is sharing
the same network, for example, by using a VPN connec-
tion, which allows communication between the users and the
robot. Facial, hand, or body expressions help better under-
stand the intentions, interactions and messages despite the
physical distance. To visualize other collaborators and their
gestures, a streamed point cloud of the person (Figure 8)
or a digital hands representation, with all hand joints being
tracked, can be used. The point cloud or hands representation
positions are tracked and placed in the remoteworkspace used

FIGURE 7. Local collaboration scenario with two operators in the same
room. The figure shows the viewpoint of one operator on the scene and
the second operator that controls the robot. In this example, the
controlling operator created a trajectory with waypoints to approach a
target in the real environment.

by other operators. These functionalities enable seeing where
a person is in the scene and what actions are being performed.

FIGURE 8. Remote workspace collaboration scenario of two operators.
In the example here, a remote user pointed with a point cloud finger a
position where the robot should be moved, and the controlling operator
moved the arm to that position.

The collaboration between multiple users requires a
protocol established between them to avoid conflicting
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FIGURE 9. Multi-user operation workflow and data exchange. In the multi-user scenario with two or more
operators, one operator controls the robot, and the other(s) is/are monitoring. The roles can be exchanged when a
monitoring operator requests control. The robot’s position is synchronised if the operators are located in the same
workspace (Figure 7). If the operators are remote, the hands or a point cloud of the operator are shown (Figure 8).
The robot’s status and camera feedback are sent to all operators, and the control commands (i.e. mode change,
preview, trajectories generation) are synchronised with all operators.

commands. A similar strategy to the aircraft control by two
pilots was adopted, where one pilot is controlling, and the
other is monitoring. The controlling operator sends com-
mands to the robot that move the actuators or change control
modes and planning trajectories. Themonitoring operator can
give advice, change feedback acquisition settings, visualise,
preview planned movements, and monitor communication
network situations. At any time, the roles can be reversed
automatically or with necessary approval by the currently
controlling operator. The automatic role change could be
available to expert operators, while approval is required for
spectators or operators in training. The control parameters,
modes, and robot status are synchronised for all users. The
information exchange was implemented with the use of the
Photon Unity Networking framework [66].

D. ARCHITECTURE, INTERFACE MULTIMODALITY, SETUP,
AND FUNCTIONALITIES
Before starting the intervention, the operator performs an
interface setup according to the workflow presented in
Figure 10. According to the mission objectives and environ-
ment, available infrastructure for the operator, and robot’s
configuration, a choice between 2D, 2D+3D, or 3D inter-
face is made. The interface can be visualised on computer
screens, in the AR HMD, or mixed (e.g. AR 2D screens in
Figure 11). Next, the input devices are selected. Currently,
supported robots are CERNBot and TIM, which can be
equipped with manipulators, end-effectors, multiple cameras,
and other accessories.

The 3D interface visualized with the AR HMD
(HoloLens 2) is described in Figures 12, where the robot was
in Line Of Sight, and the planning mode was used to move
the planning arm, preview, check collisions and move the real
arm. The operator saw the interactive camera video (2D) and
point cloud (3D) feedback on the left side. In Figure 13, the

robot was located underground and controlled from a remote
control room. The manipulator and the base were moved by
interacting with the arrows in front of the end-effector and
next to the base. The collisions were checked continuously
with camera video and point cloud feedback.

The operator’s workspace appears empty for a person who
is not part of the intervention and does not wear the HMD
(Figure 14). However, for the operator with the HMD, the
workspace is full of detailed information and interactive
objects (Figure 15). The figures show a real intervention sce-
nario: the robot was teleoperated from a safe workspace next
to the accelerator’s entrance while the robot was underground
in the radioactive zone.

1) MODEL PLACEMENT IN AR WORKSPACE
The model of the robot can be moved, rotated, and scaled
flexibly in the operator’s environment. It can be done with
one or two hands, with near and far interaction (Figure 16).
The model moving is enabled/disabled by voice command or
its menu command button (Figure 30).

The robot can be operated on a 1-to-1 scale, which gives the
most realistic perception of distances and allows one to see
all the robot’s details and the environment closely, or it can
be minimized as shown in Figures 17 and 18. The robot
can be downscaled and placed on the table so the operator
can walk around it to check the environment from different
viewpoints. The feedback can be composed of video streams
from cameras (Figure 17) or point clouds (Figure 18). When
all the point clouds are enabled, the operator can have a broad
spatial awareness of the environment to avoid collision and
drive through tight passages. The video feedback canvases,
by default, are projected in front of the camera to indicate the
origin of the video stream. However, they can be moved and
scaled if that provides a better perspective for the operator or
obstructs point clouds.
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FIGURE 10. The diagram presents the workflow of the operator’s
interface setup. In this publication, as highlighted in the diagram in blue,
the 3D scene is used, visualised in the AR HMD with hand, eyes tracking,
and voice input, with 4G and Wi-Fi networking options for CERNBot with
omnidirectional wheels, scissor lift, 6 DOF manipulator, RGB-D camera
and end-effector.

FIGURE 11. A virtual control centre projected in the AR workspace. The
2D and 3D interface type, computer screen visualisation, keyboard, and
mouse are used.

2) ROBOT BASE CONTROL
The robot’s base platform can be moved with hand track-
ing (Figures 15 and 19) or by activating arrows next to
the model with hands or eyes tracking with dwell (video

FIGURE 12. The overview of the scene where the operator and the robot
were in Line Of Sight, the robot was located in a tunnel with the dipole
magnet and Beam Loss Monitor device that the robot’s end-effector had
to approach. The operator used the robot’s hologram (the Holographic
Twin) in the workspace next to him. In the foreground, there was the
CERNBot manipulator with the planning arm (blue colour) and the real
arm (white colour) displayed.

FIGURE 13. The scene overview of the remote control of the arm
manipulated in the Cartesian space, the base control, and camera video
and point cloud feedback.

FIGURE 14. The external view of the AR HMD operator’s workspace. The
teleoperated robot was in the CERN North Area radioactive underground
zone. The operator’s viewpoint is in Figure 15.

demonstration [65]). The hand tracking algorithm is
explained in Section II-D4.
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FIGURE 15. The operator’s viewpoint, where the video and point cloud
feedback are used to traverse the tunnel area, and the hand tracking
mode for the robot’s base control. The external person’s view is in
Figure 14.

FIGURE 16. Holographic robot model movement, rotation, and scaling
with hand near and far interactions.

FIGURE 17. The robot surrounded by video feedback from 5 cameras.

3) MANIPULATOR CONTROL
The manipulator can be controlled in 4 control modes
(described in detail in Section II-D of [10]). For the AR

FIGURE 18. The robot surrounded by point clouds feedback from
3 cameras.

FIGURE 19. Movement of the robot’s base with hand tracking. For double
confirmation, the palm has to be orientated upwards, and the control is
enabled when three fingertips are pinched together. Then the coordinate
system appears and the base moves and rotates with speed proportional
to the hand displacement and rotation.

control, the following interactions were added to facilitate the
use of each of the control modes:

1) In real-time and planning joint mode, the operator can
use the hand in near or far interaction (Figure 20), or eye
tracking with dwell to activate the arrow that is moving
the joint. During the hand-tracking interaction, the joint
follows the hand rotation. The hand tracking algorithm
is explained in Section II-D4. The joint can also be
directly dragged, which causes the rotation around its
axis (Figure 21).

FIGURE 20. A single joint can be controlled with arrows clicked with a
hand or eyes and dwell. The arrow corresponds to the direction where the
end-effector moves when the joint is rotated.

2) In real-time inverse kinematics mode, the hand transla-
tions and rotations can be followed by the arm simul-
taneously in 6 DOF (Figure 22). This algorithm is
explained in Section II-D4. The individual Cartesian
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FIGURE 21. Instead of using the arrows (Figure 20), the joint can be
rotated directly by clicking on the model and dragging it around its axis.

coordinate system arrows can also be activated by hand
or eye tracking with dwell to actuate the movements
(Figure 23).

FIGURE 22. The manipulator in the Cartesian real-time velocity mode can
be controlled with hand tracking. Similar to the base control (explained in
Figure 19, there is the double confirmation system, and the manipulator’s
end-effector moves and rotates at a speed proportional to the hand
displacement and rotation. In the video demonstration [65], it is
presented how the robot is operated this way.

FIGURE 23. In the Cartesian real-time velocity mode, the arm can be
controlled by clicking on the arrows or by pointing the arrow with eyes
and using dwell (shown in the video demonstration [65]).

3) In the Planning Forward And Backward Reaching
Inverse Kinematics (FABRIK) mode, the end-effector
target position is moved with hand near or far interac-
tion (Figure 24).

FIGURE 24. The planning inverse kinematic mode allows approaching a
target using the FABRIK inverse kinematics. The end-effector target
position can be changed by hand interaction.

In each control mode, the speeds are adjusted in the hand
menu (Figure 30).

In the planning modes, the trajectory can be specified
by creating, replacing, removing waypoints, and collisions
can be avoided by launching previews of the movements.
The full explanation of trajectories specification, collisions
avoidance, sensory and virtual collision detection is provided
in Sections II-E, II-F of [10]. The interaction with these
functionalities is facilitated by hand or eye pointing, voice
commands and gesture recognition (Figure 25).

FIGURE 25. Selecting a waypoint and launching preview. In the planning
modes, a trajectory with waypoints is created. Then before moving the
real arm, the movement preview can be launched. If there is no collision
with the environment or self-collision, the movement is started
(Figure 26). Explanation of colours: dark grey -> waypoint, violet ->
currently pointed (by eye tracking or hand pointer) waypoint, blue ->
planning arm, yellow -> preview arm, white -> current real arm position.

The sequence of the automated approach of the end-
effector to a normal point in relation to the acquired point
cloud of the environment (described in detail in Sections II-G
of [10]) is initiated by selecting the point cloud point by
hands or eyes tracking and voice command. The normal point
direction is based on the surrounding points’ positions, and a
specified distance offsets the normal point. Then, the point
can be adjusted with a hand. These two actions are presented
in Figure 27. And finally, in the planning inverse kinematics
mode, the arm is automatically positioned at that selected
target point. The sequence of selection, and planning arm
automatic movement is shown in video demonstrations [65].
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FIGURE 26. Moving the arm to a selected waypoint (violet colour). The
movement of the real arm (white color) is executed with a dual hand
gesture of touched index fingers. If the gesture is stopped, the robot
stops the movement immediately.

FIGURE 27. In the left picture, the selection of point cloud normal point is
done with hand pointing and click or with eyes tracking and voice
command. In the right picture, the generated normal point can be moved
with hand interaction. The next step is to select the point for the target
approach with the planning arm. The whole sequence is shown in the
video demonstration [65]).

FIGURE 28. The diagram shows the hand tracking algorithm principle.
When the user activates the tracking, the initial position and rotation of
the hand are saved. Then the user moves the hand, causing the
1handPosition linear displacement and a rotation that can be expressed
as singleAxisRot projected on individual axes and translated into speed
commands. The X, Y, Z are the initial hand positioning and X’, Y’, Z’
represent how the hand’s coordinate system moved and rotated.

4) HAND TRACKING ALGORITHM
An algorithm was developed to calculate the hand displace-
ments and rotations and then translate them into speed control
signals. It is used to control the manipulator with the hand
tracking interaction in joint control mode (1 DOF), Cartesian
control mode (6 DOF simultaneously), or to control the base
(3DOF simultaneously). The algorithm principle is explained
graphically in Figure 28. Below is a full explanation of
how the algorithm works with 6 DOF (3 translations and
3 rotations). For 3 DOF or 1 DOF, only the significant axes
are taken into account, and the algorithm works similarly.
The implementation was done in Unity with the use of
quaternions. The position of the tip of the index finger is

taken as the hand position, and the palm rotation is taken
as the hand rotation. The hand and fingers pose capture and
recognition are done by the HMD and calculated using the
MRTK 2 library functions. The calculations are continuously
performed and the control signals are sent to the robot as
long as the hand is rotated up and the fingers are pinched.
Otherwise, themovement stops. The hand tracking is initiated
when the fingers are pinched, and this defines the starting
position and orientation of the coordinate system, which
represents the coordinate system of the base or the manip-
ulator (Figures 19 and 22). Any further hand displacement
and rotation are input as

−−−−−−−−−→
1handPosition (Equation 1) and

−−−−−−−−−−→
1handRotation (Equation 3).

−−−−−−−−−→
1handPosition =

1handPositionx
1handPositiony
1handPositiony

 (1)

After the initiation, the linear movement of the hand
−−−−−−−−−→
1handPosition is projected (projOnAxisPosi) on each
coordinate system axis, according to Equation 2, where
coordSysAxisi are the x, y and z axes of the base or manip-
ulator coordinate system. Then, the projection values are
normalized and translated into speed commands (+/−0-
100%) according to the graph in Figure 29.

projOnAxisPosi =
−−−−−−−−−→
coordSysAxisi ·

−−−−−−−−−→
1handPosition (2)

FIGURE 29. Translation of 1handPositioni or 1handRotationi into speed
commands in i (x, y or z) axis. The movement starts after the
displacement threshold (e.g. +/−4 cm or +/−15◦ and achieves
maximum +/−100% at, for example, +/−20 cm of hand displacement
or +/−90◦ rotation. The threshold can be changed in user settings.

The 1handRotation shown in Equation 3 is obtained
by first finding the

−−−−−−−−−→
singleAxisRot rotation vector and its

singleRotationAngle magnitude, and then projecting this
axis vector on all coordinate system axes. The single
axis is obtained by calculating the handRotation quater-
nion according to Equation 4, where handRotEnd is the
final hand rotation quaternion and handRotInit is the initial
hand rotation quaternion. Then, by using the Unity func-
tion ToAngleAxis from Quaternion library, the

−−−−−−−−−→
singleAxisRot

vector and singleRotationAngle value are obtained. The
projections on each axis are calculated according to Equa-
tion 5. The rotational speed is calculated similarly to
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linear speed in Figure 29.

−−−−−−−−−−→
1handRotation =

1handRotationx
1handRotationy
1handRotationy

 (3)

handRotation = handRotEnd · handRotInit−1 (4)

projOnAxisRoti =
−−−−−−−−−→
coordSysAxisi ·

−−−−−−−−−→
singleAxisRot (5)

5) HAND MENU, OPERATOR VITAL PARAMETERS, CAMERA
ACQUISITION CONTROL, NETWORK MEASUREMENTS
Several parameters of the robot are adjusted using the hand
menu (Figure 30). The menu opens when the left hand is
turned palm up. Then the interaction can be done with the
right hand, eyes tracking and dwell, or eyes tracking and
selecting by voice command. The operator’s vital parameters
(heartbeat, respiration rate, and skin electrodermal activity)
are visible in the menu. The menu has a few tabs with dif-
ferent functionalities, the network measurements (Figure 31),
camera(s) settings (Figure 32), or commands (video demon-
stration [65]). The camera settings panel provides with the
acquisition parameters, for example, resolution, frames per
second (FPS), video and point cloud enable, subsampling,
and automatic settings parametrization [10]. The interaction
with this panel is possible with hands, eyes tracking and
dwell, or eyes tracking and select command.

FIGURE 30. The hand menu opened by rotating the hand up and
interacting with the right hand to change the speed of the robot base. The
interaction can also be done using voice recognition or eye tracking and
dwell.

III. EXPERIMENTAL SETUP
The experimental validations of the Interface in real interven-
tion scenarios were performed, and conclusions were drawn
based on recorded cameras’ acquisition and network parame-
ters measurements while the operator(s) were executing tasks
necessary for the intervention. The tasks were done by several
operators, both experts, and beginners, to provide broad user
feedback. The experiments workflow is shown in Figure 33.
The quantitative and qualitative validation conditions are
explained in Section III-A. The network setup for single-user
validation is presented in Section III-B and for multi-user

FIGURE 31. Network and communications menu showing parameters
related to the network (i.e. bandwidth use and its measurements, delays,
throughput related to camera feedback over selected network interfaces.

FIGURE 32. The camera settings can be accessed in the hand menu
(Figure 30), which allows reaching the settings panels quickly.

validation in Section III-C. The network connections char-
acterization had been performed in the previous work [10]
in Section III-A-I, which presented a practical comparison
between using 4Gmodem,Wi-Fi over CERNnetwork, cabled
CERN network connection and direct Ethernet connection in
terms of bandwidth, round-trip time and jitter. However, these
values might depend on location, signal strength, and quality
fluctuations due to antenna orientation or obstacles. Addition-
ally, the CERN network infrastructure is used by other users
and shared among hundreds of thousands of communication
nodes. The 4G network is publicly shared with transceivers
also outside CERN premises. These effects were expected
and registered during experiments. Before each experiment
was started, the bandwidth was measured to best represent
the prevailing conditions, and the value was presented in
the results. During each experiment, network parameters,
such as round-trip time, throughput, all camera parameters,
and 4G network signal strength, were recorded to study the
behaviour of the delays, feedback acquisition stability, and
bandwidth availability. From these network measurements,
it was concluded if the CERN infrastructure could support
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AR operations in different scenarios with selected network
connections, as well as if additional network protocols, auto-
matic congestion control mechanisms, or other communica-
tion architecture are needed in future work (with the focus on
the multi-user collaborative operation).

FIGURE 33. The workflow of each experiment. The single or multi-user
interface was used with 4G or Wi-Fi connections to the robot. Then the
tasks were executed with parallel measurements. Finally, the validations
of tasks and network behaviour were done.

A. VALIDATION CONDITIONS FOR SINGLE AND
MULTI-USER OPERATION
The teleoperation tasks in an intervention, that had to be
successfully executed, are:

• Navigating the CERNBot robotic base in an unstruc-
tured environment (e.g. in a tunnel or close to particle
accelerator equipment).

• Manipulator operation and performing a detailed inspec-
tion of a piece of equipment or a location, or a task
requiring physical action with a gripper. Real-time and
planning modes choice, as well as the use of col-
lision avoidance mechanisms, were at the operator’s
convenience.

• The operator controlled the video and point cloud feed-
back settings according to the task’s perception needs
or network limitations. Manual or automatic control of
camera parameters was available.

The operator could use any available interaction modality
(hands, eyes, voice). During each experiment, a video record-
ing of the intervention from the operator’s HMD perspective
was saved for the AR interface feasibility study and task com-
pletion analysis. Based on these results, it was qualitatively
concluded if the operation was satisfactory and if the tasks
were completed.

Minimum conditions were set for cameras’ acquisition and
network parameters quantitative validation:

1) The FPS of the interface processing and streaming to
the HMD must be minimum 25 Hz.

2) The FPS of the main camera, which is used for moving
the robot’s base or the manipulator and on which the
operator is focused, is minimum 5 Hz.

3) The FPS of secondary cameras, used for periodic col-
lision checks or peripheral view, is minimum 1 Hz.

4) The point cloud subsamplingmust bemaximum40mm
for moving the robot’s base and minimum 25 mm for
the manipulator approach.

5) The round-trip time must be below 200 ms during any
movements or manipulation.

B. NETWORK SETUP FOR SINGLE-USER OPERATION
VALIDATION SCENARIOS
The single-user experiments were focused on the most com-
mon setup during a real intervention, where the robot was
connected to the 4G network (Figure 34). This connection
offers the lowest bandwidth and highest delays and is more
prone to interferences or variations than other connection
types. The remote operator’s HMD and the interface server
connected via CERN Wi-Fi infrastructure, and they were
always less limiting than the robot’s 4G connection.

FIGURE 34. Single-user validation scenario: robot (4G), HMD and
interface (CERN Wi-Fi).

C. NETWORK SETUP FOR MULTI-USER OPERATION
VALIDATION SCENARIOS
In the multi-user experiments, two collaborating operators
performed an intervention together. The operator stations
were deployed in the field. The operators used the same phys-
ical workspace. The validation of the two following network
connections was done and presented:

1) The robot connected to the 4G network, the inter-
face servers and the HMDs connected via CERN
Wi-Fi infrastructure. It is the most common scenario,
where the robot is deployed in a hazardous unstructured
environment and the operators are deployed and coop-
erating in the field with Wi-Fi coverage.

2) The robot, the interface server and the HMD con-
nected to CERN Wi-Fi. This scenario is optimized
for portability and flexible locations of servers and
operators. However, it requires the robot to have access

17322 VOLUME 11, 2023



K. A. Szczurek et al.: Multimodal Multi-User MR Human–Robot Interface for Remote Operations in Hazardous Environments

to the Wi-Fi network available only in less radioactive
areas.

The architecture of the two connections is shown in Figure 35.
The operators connect separately to their interface servers
via CERN network infrastructure, and the servers connect
independently to the robot.

FIGURE 35. Multi-user network connections validation scenarios: robot
(4G or CERN Wi-Fi), HMD and interface (CERN Wi-Fi).

D. HARDWARE
The experiments were undertaken using portable gaming
laptops as interface servers (one for single-user and two for
multi-user) with the characteristics shown in Table 6. The
used HMD was Microsoft HoloLens 2. The robot’s computer
characteristics are shown in Table 7.

TABLE 6. Interface server characteristics.

TABLE 7. Robot’s computer characteristics.

The used robot was the CERNBot equipped with one
manipulator and five RGB-D cameras (one in the end effec-
tor and four on the base - one each side). For communi-
cation on the 4G network and Wi-Fi, the robot used the
mobile router Teltonika RUT955. The robot is depicted
in Figure 36.

FIGURE 36. The CERNBot used for experiments.

IV. RESULTS
This section presents the results of the experiments. The
operators’ feedback is described in Section IV-A. The mea-
surements are divided into two groups: single-user validation
scenarios (IV-B) and multi-user validation scenarios (IV-C).
Each group was analyzed according to the qualitative and
quantitative conditions specified in Section III. For each sce-
nario, a set of graphs shows the behaviour of the acquisition
of cameras’ feedback and the network in critical moments
(such as driving the robot; changing from base control to
manipulator control; overload and collapse of the network
- saturation of bandwidth and increased delays), or when
automatic congestion control [10] was used to judge its effi-
ciency in multi-camera and multi-user contexts. Since the
amount of recorded data gathered during all experiments is
extensive (lasting up to 30 minutes per each of 6 network
connection pathway testing, and per each of 12 automatic
modes, repeated for single multi-user scenarios), only the
relevant validation sections of recordings are presented. For
example, the presented recordings show the most limiting
network or operational situations, a problem, or a relevant
event that occurred.

A. OPERATORS FEEDBACK
In total, the interface was tested by ten (10) operators, who
performed several tasks for 45-240 minutes in total per
operator. They provided detailed feedback on functionali-
ties, interactions, inconveniences, or potential improvements,
which are discussed in Section V. Five (5) operators had
previous teleoperation experience using standard screen inter-
faces (defined as more than 30 hours of operation experi-
ence). Thus, they could compare the user experience with
the screen-based and the AR HMD Mixed Reality versions.
Based on the feedback, several conclusions were made:

1) The environment awareness increases thanks to the
point cloud representation and the freedom to walk
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around it to see from different viewpoints were most
appreciated in the AR compared to standard 2D video
feedback or MR on screens. The sound feedback was
also considered a significant improvement because it
added another feedback dimension that was not avail-
able in previous CERN interfaces.

2) The hand-tracking interaction is convenient, although
it requires training to understand the boundaries of
the hand-tracking space captured by the HMD. For
example, while moving the base or the manipulator
and observing the environment with head movements,
the HMD sometimes lost track of the hand. Also, the
wrist is limited in rotations (yaw, pitch and roll angles),
and the limits differ depending on the operator’s wrist
anatomy. For two operators, the rotations were uncom-
fortable or beyond the wrist joint limit in certain rota-
tion planes, and for others, they were acceptable. The
linear movements were intuitive and comfortable.

3) Interaction with buttons and sliders initially posed a
problem because it has only audio and visual feedback
and lacks haptic feedback. Some operators had a prob-
lem with pinching the slider or pressing a button. But
it became less problematic with training and when the
buttons and sliders were bigger.

4) The eyes calibration had to be performed individually
for each operator. Otherwise, pointing with eyes for
most users had an unacceptable offset. The calibration
requires a fewminutes of pause in operation. Therefore,
in time-pressured operations, it was more convenient
not to exchange the HMD between operators and to
have multiple HMDs calibrated individually.

5) The voice command recognition worked well. How-
ever, the commands must have been selected care-
fully not to be easily confused with similar words or
sequences but still be quick to repeatedly pronounce
and easy to remember.

6) The multi-user collaboration was efficient. The opera-
tors could easily communicate intentions or discuss the
best way to execute tasks. There were events when a
monitoring operator noticed a potential collision and
warned the controlling operator, which as a result,
increased safety.

B. SINGLE-USER EXPERIMENTAL MEASUREMENTS
1) ROBOT (4G), HMD AND INTERFACE SERVER (CERN WI-FI)

• Minimally required parameters for cameras acqui-
sition validation. In Figure 37, there is an experiment,
where theminimally required camera acquisition param-
eters are requested. The main camera used video and
point cloud feedback with 5 Hz FPS, and four cameras
with video feedback of 1 Hz FPS. The subsampling
was fixed at a constant level to not influence the point
cloud point number. The cameras’ resolutions were also
constant at medium levels (e.g. 640 × 360), enough for
base driving and a coarse manipulator approach. During
the experiment, the robot was moving, which resulted in

a varying point cloud throughput due to changing point
cloud points number of the environment captured by the
depth sensor of the camera. The requested FPS of all
cameras was achieved and the acquisition was stable.
The interface FPS was stable at around 30 Hz, which
provided a smooth interaction. This experiment con-
firmed that the minimum parameters could be achieved
for a single-user operation with the 4G connection of the
robot.

FIGURE 37. Single-user, 4G robot connection measurements to test the
minimally required acquisition parameters for a single-user operation.
In graphs b and c, there are stable FPS of the main camera (5 Hz) and
four secondary cameras (1 Hz) for point clouds and video. In graph a, the
RTT was between ∼25 and ∼50 Mbps, and the throughput was at a stable
value ∼4 Mbps. The bandwidth limit was 11 Mbps. In graph e, the Unity
game rendering FPS was stable at 30 Hz. The FPS parameters were stable
despite varying point cloud point numbers, which as an example of one
camera, is shown in graph d.

• Network congestion situation of reaching the max-
imum throughput. In Figure 38, there is a record-
ing presenting a network congestion situation when the
maximum bandwidth usage was reached. Compared to
the previous example, the throughput was slightly higher
and there was a temporary bandwidth limitation. Each of
the five cameras requested a video stream of 5 Hz FPS.
The video resolution was constant. It resulted in oscilla-
tions of cameras FPS and video throughput as the trans-
mission was irregular due to frames queuing. As a result,
the round-trip time (RTT) was also fluctuating. The
operator sees in this situation a warning about delayed
frames and manually adjusts or uses the automatic

17324 VOLUME 11, 2023



K. A. Szczurek et al.: Multimodal Multi-User MR Human–Robot Interface for Remote Operations in Hazardous Environments

settings. Although the FPS could be achieved on aver-
age, the oscillations were unpredictable and uncomfort-
able for operation. This presents a boundary acquisition
state, which is essential to notice.

FIGURE 38. Single-user, 4G robot connection measurements of network
congestion situation of reaching the maximum throughput (graph a).
Throughout the whole period, all cameras were oscillating between 4 Hz
and 6 Hz due to frames queuing (seen in graph b for all cameras and
individually for each camera in graphs c-g). This example presents that
the limit in that configuration was five cameras with video feedback of
5 Hz. In each camera measurement, it is visible that the video throughput
was oscillating due to buffering (especially in graphs c and e).

• Automatic video FPS for cameras to reach a band-
width usage target. In Figure 39, there is a recording
where each of the cameras used the automatic adjust-
ment of FPS to achieve a requested bandwidth target
of 20% per camera individually (∼2 Mbps), which in
total gave 100% use of the initially measured band-
width. This situation allowed maximising the network’s
use to have as frequent feedback as the bandwidth and
dividing the throughput of cameras equally. Also, when
the camera bandwidth setpoint was correctly selected,
it helped to avoid queuing. This mode should not be
used in a variable bandwidth environment because the
bandwidth would need to be measured often, but it

requires disabling all camera feedback. The alternative
is the automatic mode in which the RTT controls the FPS
setting, and the RTT is measured continuously.

FIGURE 39. Single-user, 4G robot connection measurements of automatic
video FPS for cameras to reach a bandwidth usage target. Each camera
had an activated automatic mode to reach a 20% bandwidth usage target
(total throughput shown in graph a, and individual camera throughputs in
graphs c-g). All cameras started initially from 5 Hz and were adapted to
achieve a throughput of around 2 Mbps. Due to the different resolutions
of cameras, the finally achieved FPS per camera were different (graph b).
The measurements also present a situation when 100% bandwidth is
reached, they started competing for the bandwidth, and that caused
oscillations.

• Main camera automatic optimization of point cloud
FPS to achieve a bandwidth target. In Figure 40,
there is an experiment, where the main camera had
point cloud and video feedback enabled, and four other
cameras requested video-only feedback of 1 Hz FPS.
The main camera used the point cloud automatic FPS
adaptation to bandwidth target. During the robot’smove-
ment, the operator decreased subsampling to increase
the resolution of the point cloud. However, that resulted
in increased throughput. The adaptation algorithm auto-
matically reduced the FPS setting to keep the throughput
at the same level.With smaller subsampling than 30mm,
there were more events of delayed FPS due to network
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congestion, and with 18 mm subsampling, the FPS was
only 2-3 Hz.

FIGURE 40. Single-user, 4G robot connection measurements of automatic
optimization of FPS of 1 camera to achieve a bandwidth target (graph a).
The other four cameras had fixed 1 Hz video feedback. During the
recording, the robot was moving, and the operator changed the
subsampling setting for a better point cloud resolution, significantly
changing the point cloud point number captured by the depth sensor
(graph c). That triggered the automatic optimisation to lower the
requested FPS (graph b) to maintain the throughput. The vertical lines
represent events when the real FPS is lower than the requested FPS by at
least 2 Hz, and this is due to the delay of the algorithm and a temporary
network overload.

• Overloaded system by requesting too demanding
acquisitions. In Figure 41, there is an example of an
overloaded system, where each camera was requested
to send point cloud and video with 2 Hz FPS. At 10 s,
one camera was disabled, which slightly improved the
situation, but still, the bandwidth was not enough to
support four other cameras with the requested FPS,
as their acquisition struggled to keep up. In the through-
put and RTT graphs, it is visible that as soon as through-
put exceeded the bandwidth, there were collapses of
the streaming, and the situation was regularly repeated.
These circumstances should be avoided in teleoperation
because it introduces high delay fluctuation, instabili-
ties, and lost control packages.

C. MULTI-USER EXPERIMENTAL MEASUREMENTS
1) ROBOT (4G), HMD AND INTERFACE (CERN WI-FI)

• The maximum FPS of a camera with point cloud and
video feedback. In Figure 42, the experiment tested the
maximumFPS of one camera with point cloud and video
feedback. The requested FPS was gradually increased to
check if the network could support it. As shown in the
graphs, the value of 9 Hz for both users was achieved
while maintaining the throughput between 75% and
100% of the bandwidth of each operator. During the
recordings, there were a few events of delayed FPS,

FIGURE 41. Single-user, 4G robot connection measurements when the
system was overloaded by requesting 2 Hz of point cloud and video
(graphs b and c). The example presents a situation when the requested
parameters were too demanding for a given network connection. The RTT
was 40-80 ms, following the throughput fluctuations (graph a). In graph d,
there is an example of one of the cameras. The FPS was constantly
delayed (shown as events with red vertical lines), and the throughput was
significantly oscillating, especially the one of the point cloud.

which could be caused by an abrupt change of the setting
(the camera acquisition in the robot had to be reconfig-
ured) or network overload.

• The maximum FPS of one camera with video feed-
back. Similarly to the previous example, the experiment
sought the maximum FPS value for both operators by
gradually increasing the video FPS until the network
support limit. In the test, stable 15 Hz was achieved for
both operators. The resolution of 640× 360 was used in
the camera settings.

• A temporary collapse of the network. In Figure 43,
there is an example of a collapsed network communica-
tion for both operators due to a spurious event (such as a
temporary degradation of 4G signal or interference). The
most characteristic symptom is the highly increasedRTT
value, which in this example rose four times from 15 ms
to 60ms. For 5 seconds, the first operator completely lost
the feedback from one camera, while the second opera-
tor lost the point cloud streaming but could still receive
2 Hz of video. This situation may happen unexpectedly
at any time. Having two operators introduces a redun-
dancy, where one operator can focus on controlling the
robot while the second monitors the network state and
the acquisition of environmental feedback from sensors
and cameras.
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FIGURE 42. Multi-user, 4G robot connection measurements of the
maximum FPS of one camera with point cloud and video used by two
users. In graph a, the individual and total throughput progressively
increased, and the total throughput exceeded the bandwidth per user.
In graphs b and c, the FPS progressively increased, and 9 Hz was the
maximum setting for both users. The interface FPS was stable at 30 Hz for
both users (graph d). In graphs b and c, the evolution of the settings, real
achieved FPS, and video/point cloud throughput of the camera is also
shown. Also, the delayed FPS warnings (vertical red lines) indicate events
when the real FPS was lower than 2 Hz than the requested setting, which
was more frequent for user 2 (graph c).

2) ROBOT, INTERFACE AND HMD CONNECTED TO
CERN WI-FI

• Dynamic point cloud size during manipulator’s
movement. In Figure 44, there is a specific example of
how the point cloud throughput could change ∼8 times
just bymoving the robot’smanipulator without changing
any setting related to point cloud acquisition. In a limited
network bandwidth scenario, it could cause a slowdown
or a collapse of the network. In this example, the auto-
matic settings modes were not used, but they could adapt
the FPS or subsampling according to the situation for
network use optimization and avoid collapses. Such an
example is presented in the ‘‘Automatic FPS adaptation
to point cloud size’’ experiment and Figure 46. The auto-
matic behaviour also can lower the operator’s workload
of continuously monitoring the acquisition status.

• Throughput and RTT linear relation. In Figure 45,
a direct relation between throughput and RTT can be
observed, which is important for telemanipulation, espe-
cially with force feedback. When the throughput was
decreasing, the RTT followed accordingly in a linear
relation for both operators.

• Automatic FPS adaptation to point cloud size.
As shown in the previous example in Figure 44, the

FIGURE 43. Multi-user, 4G robot connection measurements of a
temporary event of network collapse for both users. It is characterized by
the drop of throughput (graph a) and FPS to zero (graph b) and a high
increase of RTT starting at 10 s and lasting 5 s (graph a). Before and after
the event, the network was overloaded, which resulted in delayed FPS
represented by red vertical lines in graph b. During the event, the game
FPS was kept at a stable 30 Hz value (graph c).

FIGURE 44. Multi-user, Wi-Fi robot connection measurements of dynamic
point cloud size changes while driving the robot. In the first phase, the
camera captured maximum ∼11000 points, and then the number
decreased to ∼1300 points due to the move. Accordingly, the throughput
used for this point cloud acquisition with a constant FPS was at
maximum 7 Mbps and decreased to ∼1 Mbps, which was of a similar
value to the video throughput with the same FPS.

size of point cloud can change significantly during
the robot’s movement while keeping the same settings.
In Figure 46, the automatic FPS setting of the point cloud
was used to adapt to the point cloud points number.
When the number of points increased, that caused a
delayed FPSflag and a decrease of the requested FPS not
to overload the network. Accordingly, when the number
of points decreased, the requested FPS setting increased
to provide more responsive feedback with the available
bandwidth.

D. VIDEO EXPERIMENTAL DEMONSTRATIONS AND
MEASUREMENTS RECORDINGS
The video recordings from the multi-user operation scenario,
from both operators’ HMD’s point of view, can be found in
[65]. In the example video, the first operator set up the cam-
eras’ acquisition, drove the robot’s base to a target location to
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FIGURE 45. Multi-user, Wi-Fi robot connection measurements of the
relation between throughput and RTT. In graphs a and b, the proportional
relation between throughputs and RTT can be noticed. When the
throughput declined, the RTT also proportionally decreased, for example,
when the total throughput (both users summed) changed from ∼55 Mbps
to ∼28 Mbps, and the RTT lowered from ∼40 ms to ∼20 ms.

FIGURE 46. Multi-user, Wi-Fi robot connection measurements of
automatic FPS adaptation to point cloud size. As seen in graph c, the
point cloud points numbers were changing between ∼1000 and ∼13000
when the manipulator was moving and changing points of view. During
these changes, the requested FPS was automatically adapted to values
between 5 Hz and 25 Hz to stabilize and maximize the throughput
(graph a). It is visible that abrupt changes in the point number caused
delayed FPS events (vertical red lines in graphs b-d), but after a short
time, the acquisition followed the requested FPS.

approach amagnet dipole (a piece of equipment in the particle
accelerator that bends the particle beam) with a manipulator
to read an inscription on it. In another example video, there
is a recording in which the minimally required parameters

for cameras’ acquisition validation were checked with the
4G robot connection, described in Section IV-B. The network
measurements and camera acquisition parameters recordings
of all experiments presented in this publication are available
in [67].

E. RESULTS SUMMARY
Table 8 specifies if each requirement set in Sections III-B
and III-C was achieved and under which conditions, if any.

TABLE 8. Summary of the experimental results and fulfilment of the
interface requirements for single and multi-user teleoperation.

A phenomenon of increased total throughput (on aver-
age by 20%) when summed for two users compared to a
single-user connection was observed. The intensity of this
increase varied in time and location, but it was always present.
The average values are shown in Table 9. The reason may
be related to the communication links created for each user
separately from the interface server to the robot.

A basic comparison of bandwidth achieved with different
connection types from the AR HMD (HoloLens 2) was made
for 2.4 GHz and 5 GHz Wi-Fi hotspot created by the laptop,
CERNWi-Fi infrastructure and by cable Ethernet connection
with a USB-C connector, which is presented in Table 10.
It can be seen that the hotspot connection provides only lim-
ited bandwidth, so it was impossible to use the 2.4 GHz net-
work band. However, the 5 GHz hotspot was enough to send
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the streaming to the HMD via the Holographic Remoting
and receive fast inputs from the HMD. The other connections
were not limiting.

TABLE 9. Comparison of maximum throughput for single and multi-user
measurements.

TABLE 10. Bandwidth measurements between HoloLens 2 AR HMD and
an Ookla server in Zurich, done via the website www.speedtest.com,
launched in the HMD. The measurements can be compared between
different connections, but direct values should not be used.

V. DISCUSSION
All the functional requirements for the interface were
achieved, and each operator performed successful teleoper-
ation. The network performance in the worst case - 4G robot
connection - was sufficient to provide enough point cloud
and video feedback. However, as provided in the experimen-
tal data, situations and events may require more adaptive
behaviours and high-level acquisition management. There-
fore, if the adaptive behaviour was necessary due to dynamic
changes in the network, the use of the automatic settings was
demonstrated. The interface minimum FPS was lower than
expected when the interface server (with parameters specified
in Table 6) was powered by its internal battery. Otherwise,
it was sufficient and stable. This inconvenience can be over-
come by using a portable computer with higher graphical
processing parameters. Also, the minimum expected FPS
for cameras was achieved in the multi-user scenarios with
a 4G connection to the robot. Still, spurious network effects
could temporarily lower it, which was mitigated by using the
camera’s automatic settings.

In the multi-user scenarios, the operators were equipped
with the same functionalities as in the single-user scenarios
and the additional possibility for the other operator to observe
or take control. Therefore, it could be implied that if the
teleoperation task was achieved in the single-user operation,
it could be completed in the same functional way in the
multi-user process. Also, multi-user control capability pro-
vides a degree of redundancy, if the connection is temporarily
degraded for one operator or the person is tired - the other
operator can easily take over and continue the intervention.

In the used multi-user network architecture, a higher total
bandwidth was sometimes achieved than each user’s band-
width due to multiplied connection links, especially with
the complex Wi-Fi architecture and when both users were
in different locations or used various infrastructure links.
It was also observed that the network behaviour (variations in
bandwidth, spurious delays, temporary streaming collapses)
varied depending on the time of the day for the public 4G,
Wi-Fi, or cable infrastructure, which depends on infrastruc-
ture clients’ number and their usage.

It can be seen that the usage of point clouds streamed with
a specified frequency cause significantly higher throughput
than video feedback of the same frequency. Therefore, we can
assume that if the bandwidth is below 3-5 Mbps, the current
interface cannot support any more point cloud feedback with
sufficient FPS and precision for an average-sized captured
point cloud. However, there are still measures to increase
the bandwidth by selecting a more performant modem/router
or providing more optimized streaming of the point cloud,
which is proposed as future work in Section VI. Also, specific
network configurations could be used, for example, the added
Access Control List (ACL) to a socket or destination address
in an infrastructure router configuration or a Quality of Ser-
vice (QoS) change could lead to an increased bandwidth in a
publicly shared Wi-Fi network. Moreover, in the areas where
the 4G coverage is poor or unavailable, multiple relay robots
acting as communication nodes could be used to extend the
range [55].

The field-of-view (FOV) problem of RGBD cameras on
the CERNBot’s setup base was noticed during the tests. Due
to the camera’s narrow FOV angle - 87 degrees in horizontal
axis - and placement offsets from the centre of the robotic
base, there were blind areas at the corners of the robot, even
with four cameras around the base. It can be seen especially in
the point clouds environment visualization (Figure 47). The
problem could be mitigated by placing the cameras closest to
the centre of the robot, which was not possible for CERNBot
as the camera view would be covered by other equipment.
It would also be possible by switching to two LiDAR sensors
for point cloud in two opposite corners of the base for full
point cloud view; and 360◦ cameras for full video view. As a
workaround, in the setup used for experiments, one of the
blind areas could be covered by the end-effector RGB-D
camera (as shown in Figure 18), which was sufficient for safe
operation.

In the experiments, all commands were input with hands,
voice, and eye tracking. In the multi-user context, each oper-
ator could choose the input modality individually. However,
some operators indicated that a physical controller would
still be better and more reliable for specific tasks. These
tasks could be precise manipulator movement with hap-
tic or force feedback or driving the base with a gamepad
while looking around at point clouds. Such a solution is
available in the interface, and other input devices can be
integrated and used simultaneously in single and multi-user
operations.
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FIGURE 47. Problem of RGBD cameras placement to have 360 degrees
point cloud view of the environment. Due to the offsets from the centre
of the base and limited horizontal FOV <90◦ per camera, there are
blind (black) areas at the corners of the base. In the figure, there are two
views shown: on the left, from a side as usually seen by the operator, and
on the right, from above the robot.

A. STUDY LIMITATIONS
The experiments were performed using the CERN network
infrastructure and 4G network available at its ground or
underground premises, whichmay differ from other networks
in other hazardous environments and their network char-
acteristics, interferences, and limitations. The requirements
set for the interface validations were derived from robotic
activities in the particle accelerator environment present at
CERN and the experience of operators. Other dangerous
environments may have different requirements depending on
robot type, used hardware, control algorithms and tasks. The
study presented here does not discuss operator workload eval-
uation, efficiency comparison between different interfaces,
or ergonomics. It is focused on qualitative and quantitative
assessment of the functionalities of the interface and the
feasibility of its usage in the available network infrastructure.
In the study, the network hardware (especially the mobile
router and 4G modem) was not compared with other mod-
els. However, initial investigation showed that using more
advanced mobile router models could increase the band-
width (e.g. by improving Carrier Aggregation). Also, during
the experiments, only the 4G technology (which covers the
majority of underground areas at CERN) was used, and 2G,
3G, or 5G technologies were not tested. The experiment did
not study delays between the interface server and the AR
HMD using the Holographic Remoting to stream the holo-
graphic content or send input signals. The used RTT values
were the delays between the interface server and the robot.

VI. CONCLUSION AND FUTURE WORK
Hypotheses H1 and H2 were confirmed by providing exten-
sive tests and measurements of the interface in the CERN
intervention scenarios. Despite challenging conditions, espe-
cially related to multifunctional user interface capabili-
ties, network infrastructure limitations, and the interface’s
high reliability, an operator accompanied by other opera-
tors and scenario experts could perform a stable AR remote
teleoperation.

Future work has to be performed in the field of multi-user
collaboration network architecture. In the architecture pre-
sented in this paper, each user created a separate connection
to the robot, which multiplied the throughput proportion-
ally to the number of users. As observed, the achieved total

bandwidth is slightly bigger with two connections than with a
single one, but it may not be enough in low-bandwidth cases
with more than two users. An architecture with a single link
from the robot to a single interfacemulti-server, which further
distributes data to each user, is necessary to increase feed-
back quality. Data distribution would usually be done within
the CERN infrastructure network, which offers much higher
bandwidth than the robot’s connection. Figure 48 presents a
comparison of the two architectures. In the optimized acqui-
sition architecture, the required bandwidth will be lowered
by a factor of a maximum of 2. Although there will be an
additional delay due to the proxying and processing of the
stream in the server to adapt to each user’s needs, the network
RTT is expected to be significantly lower due to the lower
load for the same feedback quality.

FIGURE 48. The optimized architecture for the multi-user acquisition of
cameras feedback. In red, the architecture used for the validations
(Figures 34 and 35) is presented, where each user could request
individual camera acquisition from the robot. In black, the improved
architecture optimizes the acquisition by a single connection to the robot
with the camera parameters that will suit all users’ most demanding
setting requests.

In the multi-user scenarios tested in experiments, both
users used the AR HMD. The system description explained
the workflow of selecting 2D/3D, AR, or a combination
(Figure 10). Accordingly, in multi-user collaboration, each
user could use a different interface to achieve the goals most
efficiently according to the executed task. For example, one
operator could be focused on robot navigation and manipu-
lation in AR with the best perception. Another expert could
monitor measurements, mission status, or a global operation
area in a screen-based 2D interface at a higher interaction
level. Such evaluation will be the subject of subsequent
research and experimentation comparing 2D, 3D and AR
interfaces, operator workload and task execution efficiency.

The potential future work will focus on a high-level
autonomous behaviour used for applying different inter-
actions with the robot depending on network conditions
(e.g. moving from an area with good bandwidth and RTT to
a worse one). That would recognize and adapt to a situation
and give a choice to the operator at a more supervisory level.
Artificial Intelligence (AI) could also use other information
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like a position in an accelerator, based on advanced simulta-
neous localization and mapping (SLAM) techniques or radi-
ation levels, gathered in real-time or based on historical data.
The passivity could be automatically controlled in position
control (trajectories) when the RTT is above a specified limit.

The gaze information could be further utilised for future
optimization of camera acquisition and improved perception.
A camera at the moment looked at could switch to a high
resolution or higher FPS. Accordingly, the point cloud region
where the gaze is focused could be denser, peripheral areas
could be less dense, and the not rendered areas could not
even be sent from the robot. Other techniques of the foveated
rendering could also be applied [68]. All would significantly
reduce the demand for bandwidth and improve perception.

Currently, the interface supports multi-user operations with
one robot at a time. The next step would integrate collaborat-
ing multi-robot scenarios, already tested at CERN [56], with
multiple operators in the AR workspace.
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