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Abstract. Let G be a metric group and let Aut(G) denote the automorphism group
of G. If A and B are groups of G-valued maps defined on the sets X and Y , respec-
tively, we say that A and B are equivalent if there is a group isomorphism H : A → B

such that there is a bijective map h : Y → X and a map w : Y → Aut(G) satisfy-
ing Hf(y) = w[y](f(h(y))) for all y ∈ Y and f ∈ A. In this case, we say that H
is represented as a weighted composition operator. A group isomorphism H defined
between A and B is called separating when for each pair of maps f, g ∈ A satisfying
that f−1(eG)∪g−1(eG) = X, it holds that (Hf)−1(eG)∪(Hg)−1(eG) = Y . Our main
result establishes that under some mild conditions, every separating group isomor-
phism can be represented as a weighted composition operator. As a consequence we
establish the equivalence of two function groups if there is a biseparating isomorphism
defined between them.

1. Introduction

There are many results that are concerned with the representation of linear operators

as weighted composition maps and the equivalence of specific groups of continuous

functions in the literature, which is vast in this regard. We will only mention here the

classic Banach-Stone Theorem that, when G is the field of real or complex numbers,

establishes that if the Banach spaces of continuous functions C(X,G) and C(Y,G) are

isometric, then they are equivalent and the isometry can be represented as a weighted

composition map (cf. [2, 10, 13, 14, 22]). Another important example appears in coding
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theory, where the well known MacWilliams Equivalence Theorem asserts that, when G

is a finite field and X and Y are finite sets, two codes (linear subspaces) A and B of GX

and GY , respectively, are equivalent when they are isometric for the Hamming metric

(see [16]). This result has been generalized to convolutional codes in [12]. The main

motivation of this research has been to extend MacWilliams Equivalence Theorem to

more general settings and explore the possible application of these methods to the

study of convolutional codes or linear dynamical systems. In order to do this, we apply

topological methods as a main tool here and we will look at the possible application

of this abstract approach elsewhere.

Let G be a metric group and let Aut(G) denote the automorphism group of G. Two

groups of G-valued maps A and B, defined on the sets X and Y , respectively, are

compatible if there is a group isomorphism H : A → B such that there are two maps

h : Y → X and w : Y → Aut(G) satisfying Hf(y) = w[y](f(h(y))) for all y ∈ Y and

f ∈ A. In this case, we say that H is represented as a weighted composition operator.

Two compatible groups of G-valued maps A and B are said to be equivalent if the map

h : Y → X is a bijection. It is not hard to verify that this notion defines an equivalence

relation on the set of all groups of G-valued maps which are defined on an arbitrary

but fixed set X.

A group isomorphism H defined between two function groups A and B is called

separating when for each pair of maps f, g ∈ A satisfying that f−1(eG)∪ g−1(eG) = X,

it holds that (Hf)−1(eG) ∪ (Hg)−1(eG) = Y . Our main result establishes that under

some mild conditions, every separating group isomorphism can be represented as a

weighted composition operator. As a consequence we establish the equivalence of two

function groups if there is a biseparating isomorphism defined between them.
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There are many precedents in the study the representation of group homomorphisms

for group-valued continuous functions. Among them, the following ones are relevant

here (cf [3, 5, 8, 15, 17, 19, 20, 23, 24]). Most basic facts and notions related to

topological properties may be found in [11, 6].

2. Basic Facts

Given T , a topological space, and A ⊆ T , the symbols A and intA will denote the

standard closure and interior operators respectively. Throughout this paper G denotes

a metric group, eG its neutral element and X an infinite set.

Definition 2.1. Let GX be the set of all maps from X into G, which is a group with the

usual pointwise product as composition law. Given f ∈ GX , define Z(f) = {x ∈ X :

f(x) = eG} and coz(f) = X \Z(f). It is said that a subgroup A of GX separates points

in X if for any two distinct points x1, x2 ∈ X there is f ∈ A such that f(x1) ̸= f(x2)

and it is said that A is faithful if X = ∪{coz(f) : f ∈ A}. A function group in GX is

a faithful subgroup A of GX that separates the points in X. As a consequence, given

a function group A in GX , the set X is equipped with a Hausdorff, completely regular

topology τA, which has the family {f−1(U) : U open in G, f ∈ A} as an open subbase.

Therefore A is a subgroup of C(X,G), the group of all continuous functions from X

into G, when X is equipped with the τA-topology.

The following collection of subsets of X will be essential in what follows: (1) C(A) =

{f−1(C) : f ∈ A, C is a closed subset of G}; (2) O(A) = {X \ Z : Z ∈ C(A)}; (3)

D(A)
def
= the minimum collection of subsets that contains C(A) that is closed under

finite unions and intersections (that is, the σ-ring of sets generated by C(A)); (4)
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E(A)
def
= the minimum collection of subsets that contains O(A) that is closed under

finite unions and intersections (that is, the σ-ring of sets generated by O(A)).

Definition 2.2. A map f ∈ A is said to be bounded if f(X) is relatively compact in

G. The function group A in GX is bounded if every f ∈ A is bounded. In general, if A

is a function group in GX , the set A∗ def
= {f ∈ A : f is bounded} is the largest bounded

subgroup of A.

Let A be function subgroup of GX and let κ be an ordinal number. We say that A

is a κ-extension of A∗ if the following assertions hold:

(i) D(A) = D(A∗).

(ii) f ∈ A if there is {fi : i < κ} ⊆ A∗, such that {coz(fi) : i < κ} is locally finite

and f =
∏
i<κ

fi.

In general, we say that A is an extension of A∗ if it a κ-extension for some undeter-

mined cardinal κ. Remark that if A is a function group in GX that is an extension of

A∗, then the latter is also a function group in GX and furthermore τA = τA∗ .

3. Bounded function groups

Definition 3.1. Let A be a bounded function group in GX . Then the Cartesian

product
∏
f∈A

f(X), equipped with product topology as a subspace of GA, is a compact

Hausdorff topological space. Therefore, the diagonal map

ε = ∆f∈A : X →
∏
f∈A

f(X)

ε(x) = (f(x))f∈A for all x ∈ X

injects X into
∏
f∈A

f(X) and πf ◦ ε = f for all f ∈ A, where πf denotes the canonical

projection map from GA into G. The initial topology that ε defines on X (that is, the

product topology) coincides with the τA-topology on X defined in the paragraph above.
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Set βAX
def
= ε(X) ⊆

∏
f∈A

f(X). The pair (βAX, ε) is a Hausdorff compactification of

(X, τA), which has the following property: for each f ∈ A the map πf |ε(X) : ε(X) →

f(X) has a unique continuous extension f b : βAX → f(X) such that f b
|ε(X) = πf |ε(X).

Since πf |(βAX) satisfies this equality, we have that f b = πf |(βAX) and f = f b ◦ ε.

Set Ab def
= {f b : f ∈ A}. It is clear that the function group Ab separates the points

in βAX. Since ε : X → ε(X) is a homeomorphism onto its image, there is no loss of

generality in assuming that X = ε(X) and τA is the topology that X inherits from∏
f∈A

f(X).

Remark 3.2. The definition of the space βAX above is a generalization of the well

known Stone-Čech compactification βX associated to every Tychonoff space X. In

fact, the properties and proofs presented here are inspired in those of βX (cf. [11]).

Remark 3.3. In the sequel, if A is a bounded function group in GX and D ∈ D(A) ∪

E(A), the symbol Db will denote the subset of βAX canonically associated to D by

replacing its defining maps in A by their continuous extensions that belong to Ab. For

instance, if D = f−1(F ), then Db = (f b)−1(F ). Furthermore, in order to avoid the

proliferation of awkward notation, the symbol A will always mean the closure of A in

the βAX unless expressly stated otherwise.

Proposition 3.4. Let A be a bounded function group on GX . The following assertions

hold:

1. Ab is a function subgroup of C(βAX,G).

2. Db ∩X = D for all D ∈ D(A) ∪ E(A).

3. D = Db ∩X ⊆ Db for all D ∈ D(A).

4. D ∩ int(Db) = int(D) for all D ∈ D(A).
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5. int(Z(f)) = int(Z(f b)) = βAX \ coz(f) for all f ∈ A.

6. int(Db) = int(D) for all D ∈ D(A).

7. If P and Q are disjoint nonempty closed subsets of βAX, then there exist DP , DQ ∈

D(A) such that P ⊆ int(DP ), Q ⊆ int(DQ) and Db
P ∩Db

Q = ∅.

Proof. 1. Obvious.

2. Since (f b)−1(A) ∩ X = f−1(A) for all A ⊆ G and f ∈ A, then (f b
1)−1(A1) ∩

(f b
2)−1(A2)∩X = f−1

1 (A1)∩ (f2)
−1(A2) and ((f b

1)−1(A1)∪ (f b
2)−1(A2))∩X = f−1

1 (A1)∪

(f2)
−1(A2), for each Ai ⊆ G and fi ∈ A, 1 ≤ i ≤ 2.

3. Apply item 2.

4. It is clear that int(D) ⊆ D ⊆ Db, which yields int(D) ⊆ D ∩ int(Db). As for the

reverse inclusion, take p ∈ D ∩ int(Db), then there exists an open subset U in βAX

such that p ∈ U ⊆ int(Db) ⊆ Db but U ⊆ U ∩X ⊆ Db ∩X = D by item 3. As a

consequence p ∈ U ⊆ int(D).

5. Let us see that int(Z(f b)) = βAX \ coz(f), f ∈ A. Indeed, since coz(f b) is

an open subset and X is dense in βAX, we have coz(f b) = coz(f b) ∩X = coz(f)

by item 2. Then βAX \ coz(f) = βAX \ coz(f b) ⊆ βAX \ coz(f b) = Z(f b), thus

βAX \ coz(f) ⊆ int(Z(f b)). Moreover int(Z(f b)) is an open subset disjoint with

coz(f b) and, as a consequence, with its closure. Then βAX \ coz(f) = int(Z(f b)). On

the other hand int(Z(f b)) ⊆ int(Z(f b)) ∩X ⊆ Z(f b) ∩X = Z(f). Thus, we have

proved that int(Z(f)) = int(Z(f b)) = βAX \ coz(f).

6. Let p ∈ int(Db) and let U be an open subset in βAX such that p ∈ U . Since X

is dense in βAX, we have ∅ ̸= U ∩X ∩ int(Db) ⊆ U ∩ (Db ∩X) = U ∩D and p ∈ D.

7. Take p ∈ P and q ∈ Q, respectively. Since Ab separates the points in βAX,

there exists fpq ∈ A such that f b
pq(p) ̸= f b

pq(q). Since G is metric there are two open
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neighborhoods Upq and Vpq of f b
pq(p) and f b

pq(q) respectively in G such that Upq∩Vpq = ∅

(closures in G). Then p ∈ (f b
pq)

−1(Upq) and P ⊆
∪
p∈P

(f b
pq)

−1(Upq). P being compact,

there is a natural number nq such that P ⊆
nq∪
i=1

(f b
piq

)−1(Upiq) for each q ∈ Q. Then

q ∈
nq∩
i=1

(f b
piq

)−1(Vpiq) and Q ⊆
∪
q∈Q

nq∩
i=1

(f b
piq

)−1(Vpiq). Q being compact, there is a natural

number m such that Q ⊆
m∪
j=1

nqj∩
i=1

(f b
piqj

)−1(Vpiqj) := Eb
Q ⊆

m∪
j=1

nqj∩
i=1

(f b
piqj

)−1(Vpiqj) := Db
Q.

Moreover, P ⊆
m∩
j=1

nqj∪
i=1

(f b
piqj

)−1(Upiqj) := Eb
P ⊆

m∩
j=1

nqj∪
i=1

(f b
piqj

)−1(Upiqj) := Db
P . Since

Upiqj ∩ Vpiqj = ∅, 1 ≤ i ≤ nqj and 1 ≤ j ≤ m, we have Db
P ∩ Db

Q = ∅. Therefore

Q ⊆ Eb
Q ⊆ Db

Q and Eb
Q is open in βAX, that is Q ⊆ int(Db

Q) and, by item 6.,

Q ⊆ int(DQ). The same argument proves that P ⊆ int(DP ). �

Corollary 3.5. Let P and U be a closed and an open subsets of βAX respectively,

such that P ⊆ U . Then there are two decreasing sequences {Ej}j<ω ⊆ E(A) and

{Dj}j<ω ⊆ D(A) such that P ⊆ Eb
j ⊆ int(Db

j) ⊆ Db
j ⊆ Eb

j−1 ⊆ U .

Proof. Applying the proof of Proposition 3.4.7, since P and βAX \ U are disjoint

compact subsets, there are E1 ∈ E(A) and D1 ∈ D(A) such that P ⊆ Eb
1 ⊆ int(Db

1) ⊆

Db
1 ⊆ U . Now P and βAX \ Eb

1 are disjoint compact subsets again and, consequently,

there are E2 ∈ E(A) and D2 ∈ D(A) such that P ⊆ Eb
2 ⊆ int(Db

2) ⊆ Db
2 ⊆ Eb

1. The

proof now follows by induction. �

Definition 3.6. A function group A in GX is normal if for each two disjoint subsets

D1, D2 ∈ D(A) there are maps fij ∈ A∗ and disjoint closed subsets F
(1)
ij , F

(2)
ij ⊆ G,
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1 ≤ i ≤ nj, 1 ≤ j ≤ m, such that

D1 ⊆
m∪
j=1

nj∩
i=1

f−1
ij (F

(1)
ij )

D2 ⊆
m∩
j=1

nj∪
i=1

f−1
ij (F

(2)
ij ).

In the following proposition, the closure A of every subset A ⊆ X is understood in

βA∗X.

Proposition 3.7. Let A is a normal function group in GX that is an extension of A∗

and let {Di}ni=1 be a finite subset of D(A). The following assertions hold true:

(a)
n∩

i=1

Di = ∅ implies
n∩

i=1

Di = ∅.

(b)
n∩

i=1

Di =
n∩

i=1

Di.

Proof. Since D is closed under finite intersections, there is no loss of generality in

assuming that n = 2.

(a) Reasoning by contradiction, suppose there exists p ∈ D1 ∩ D2 ̸= ∅. Since A is

normal, we have D1 ⊆
∪m

j=1

∩nj

i=1 f
−1
ij (F

(1)
ij ), D2 ⊆

∩m
j=1

∪nj

i=1 f
−1
ij (F

(2)
ij ) and F

(1)
ij ∩

F
(2)
ij = ∅, for some maps fij ∈ A∗. The subsets (D

(1)
ij )b = (f b

ij)
−1(F

(1)
ij ) and (D

(2)
ij )b =

(f b
ij)

−1(F
(2)
ij ) are clearly disjoint in βAX. Moreover, since p ∈ D1 ⊆ Db

1, there is j0 such

that p ∈
∩nj0

i=1(D
(1)
ij0

)b, in like manner p ∈ D2 ⊆ Db
2, which implies that p ∈

∪nj0
i=1(D

(2)
ij0

)b.

This is a contradiction because (D
(1)
ij0

)b ∩ (D
(2)
ij0

)b = ∅.

(b) It will suffice to prove that D1 ∩D2 ⊆ D1 ∩D2. Assuming the opposite, suppose

there exists q ∈ D1 ∩D2 \D1 ∩D2 ⊆ βAX \D1 ∩D2, where βA \D1 ∩D2 is open in

βAX. If D1 ∩D2 = ∅, then D1 ∩D2 = ∅ by (a), which is a contradiction.
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So, we may assume without loss of generality that D1 ∩ D2 ̸= ∅. Clearly, we have

that p ̸= q for all p ∈ D1 ∩D2. Therefore, for every p ∈ D1 ∩D2, there exists

fpq ∈ A∗ such that f b
pq(p) ̸= f b

pq(q). Since D1 ∩D2 is compact and G es metric,

there are p1, . . . , pn ∈ D1 ∩D2 and V1, . . . , Vn neighborhoods of fpiq(q) in G such that

q ∈
n∩

i=1

(f b
piq

)−1(Vi) := Eb
q ⊆

n∩
i=1

(f b
piq

)−1(Vi) := Db
q and Db

q ∩ D1 ∩D2 = ∅. Hence

Dq ∩D1 ∩D2 = ∅.

On the other hand q ∈ Dq and Dq ∈ D(A). Thus q ∈ Dq ∩D1 ∩D2, which implies

Dq ∩D1 ∩D2 ̸= ∅. This is contradiction that completes the proof. �

Definition 3.8. A function group A in GX is controllable if for every f ∈ A and

D1, D2 ∈ D(A) with D1 ∩D2 = ∅, there is f ′ ∈ A and E ∈ E(A) such that D1 ⊆ E ⊆

X \D2, f|D1
= f ′

|D1
, and f ′

|Z(f)∪(X\E)
= eG.

Remark 3.9. From the definition above, it follows that if f ′′ = f ′f−1 ∈ A then

f ′′
|D1∪Z(f)

= eG and f ′′
|(X\E)

= f−1
|(X\E)

.

Definition 3.10. Let A be a bounded function group in GX and let φ : A → G be a

group homomorphism. A closed subset S ⊆ βAX is a weak support for φ if for every

f ∈ A such that S ⊆ int(Z(f)), it holds φ(f) = eG. S is a support for φ if for every

f ∈ A such that S ⊆ Z(f b), it holds φ(f) = eG.

Weak support subsets satisfy the following properties.

Proposition 3.11. Let A be a bounded function group in GX and let φ : A → G be a

non-null group homomorphism. The following assertions hold:

1. βAX is a (weak) support for φ.

2. The empty set is not a (weak) support for φ.
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3. If S is a (weak) support for φ and S ⊆ R then R is a (weak) support for φ.

4. Let S be a weak support for φ, A ⊆ X and f1, f2 ∈ A such that S ⊆ int(A) and

f1|A = f2|A. Then φ(f1) = φ(f2).

If in addition A is controllable we have:

5. If S and R are weak supports for φ then S ∩R ̸= ∅.

Proof. 1. If βAX ⊆ int(Z(f)), f ∈ βAX, then X = βAX ∩ X ⊆ int(Z(f)) ∩ X ⊆

Z(f b) ∩X = Z(f) and f = eG. Then φ(f) = φ(eG) = eG.

2. and 3. are obvious.

4. Set f = f1f
−1
2 . Then S ⊆ int(A) ⊆ int(Z(f)), which yields φ(f1f

−1
2 ) = φ(f) =

eG. Therefore φ(f1) = φ(f2).

5. Let S and R be weak supports for φ and suppose that S ∩R = ∅. By Proposition

3.4.7, there are two subsets DS and DR in D(A) such that S ⊆ int(DS), R ⊆ int(DR)

and Db
S ∩Db

R = ∅. Take f ∈ A such that φ(f) ̸= eG and apply that A is controllable

to obtain E ∈ E(A) and f ′ ∈ A such that DS ⊆ E ⊆ X \ DR, f ′
|DS

= f|DS
and

Z(f) ∪ (X \ E) ⊆ Z(f ′). Then by item 4. φ(f ′) = φ(f) ̸= eG and, since R ⊆

int(DR) ⊆ int(Z(f ′)) then φ(f ′) = eG, which is a contradiction. �

Definition 3.12. Let A be a function group in GX . Two maps f, g ∈ A are separated

(resp. detached) if coz(f) ∩ coz(g) = ∅ (resp. if there are D1, D2 ∈ D(A) such that

coz(f) ⊆ D1, coz(g) ⊆ D2 and D1 ∩D2 = ∅).

A group homomorphism φ : A → G is separating (resp. weakly separating) if for every

separated (resp. detached) maps f, g ∈ A, it holds that either φ(f) = eG or φ(g) = eG.

Notice that every separating homormorphism φ is weakly separating.
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Proposition 3.13. Let A be a function group in GX and let φ : A → G be a weakly

separating homomorphism. Then for every f1, f2 in A such that coz(f1)∩ coz(f2) = ∅,

either φ(f1) = eG or φ(f2) = eG (here, the closures are taken in βAX). If in addition

A is normal, then the converse implication is also true.

Proof. (⇒) (Notice that the normality of A is not needed in this implication). Let

f1, f2 ∈ A such that coz(f1) ∩ coz(f2) = ∅. By Proposition 3.4.7, there is Di ∈ D(A∗)

such that coz(fi) ⊆ int(Di) ⊆ Db
i , 1 ≤ i ≤ 2, and Db

1 ∩ Db
2 = ∅. Since φ is weakly

separating and coz(fi) ⊆ Db
i ∩X = Di, 1 ≤ i ≤ 2, it follows that either φ(f1) = eG or

φ(f2) = eG.

(⇐) Let f1, f2 ∈ A be two detached maps in A. Then there are Di ∈ D(A) such

that coz(fi) ⊆ Di, 1 ≤ i ≤ 2, and D1 ∩ D2 = ∅. By Proposition 3.7, we have

coz(f1) ∩ coz(f2) ⊆ D1 ∩D2 = ∅. Therefore, either φ(f1) = eG or φ(f2) = eG. �

Now, we will prove that every non-null weakly separating group homomorphism φ :

A → G, where A is a controllable, bounded, function group, has the smallest possible

weak support set. For that purpose set S = {S ⊆ βAX : S is a weak support for φ}.

There is a canonical partial order that can be defined on S: S ≤ R if and only if

R ⊆ S. A standard argument shows that (S,≤) is an inductive set and, by Zorn’s

lemma, S has a ⊆-minimal element S. Furthermore, this minimal element is in fact a

minimum because of the next proposition.

Proposition 3.14. Let A be a bounded function group in GX and let φ : A → G

be a non-null weakly separating group homomorphism. If A is controllable then the

minimum element of S is a singleton.
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Proof. Let S a minimal element of S, which is nonempty by Proposition 3.11.2. Suppose

now that there are two different points p1, p2 in S. By Proposition 3.4.7, we can select

two subsets D1, D2 ∈ D(A) such that p1 ∈ int(D1), p2 ∈ int(D2) and Db
1 ∩ Db

2 = ∅.

Since S is minimal, the subset S \ int(Di) is a compact subset that is not a weak

support for φ, 1 ≤ i ≤ 2. Hence, there is fi ∈ A such that S \ int(Di) ⊆ int(Z(fi)) and

φ(fi) ̸= eG, 1 ≤ i ≤ 2. Then S ⊆ int(Z(f1)) ∪ int(Z(f2)) := U and, by Proposition

3.13, we have ∅ ̸= coz(f1) ∩ coz(f2) =: C. Since, by Proposition 3.4.5, int(Z(fi)) =

βAX\coz(fi), 1 ≤ i ≤ 2, we have S∩C ⊆ U∩C = ∅. Applying Proposition 3.4.7 again,

there are DS, DC ∈ D(A) such that S ⊆ int(DS), C ⊆ int(DC) and Db
S ∩Db

C = ∅.

We now apply that A is controllable to DS, DC and f1 in order to obtain a subset

E ∈ E(A) and a map f ′
1 ∈ A such that DS ⊆ E ⊆ X \ DC , f ′

1|DS
= f1|DS

and

f ′
1|Z(f1)∪(X\E) = eG. By Proposition 3.11.4, we have φ(f ′

1) = φ(f1) ̸= eG and, by

Proposition 3.13, coz(f ′
1) ∩ coz(f2) ̸= ∅. On the other hand, Z(f1) ⊆ Z(f ′

1) and C ⊆

int(DC) ⊆ int(Z(f ′
1)). We have got a contradiction because ∅ ̸= coz(f ′

1) ∩ coz(f2) ⊆

coz(f1) ∩ coz(f2) = C ⊆ int(Z(f ′
1)), which is impossible by Proposition 3.4.5.

We have proved that |S| = 1. Moreover, if R is a weak support for φ, then by

Proposition 3.11.5, S ⊆ R. Thus the set S is the minimum element in S and this

complete the proof. �

4. Extension of bounded function groups

In this section, we are concerned with functions groups that are extensions of their

subgroups of bounded functions. Therefore, every function group A is assumed to be

a κ-extension of its bounded subgroup A∗ for some undetermined cardinal number κ

from here on.
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Observe that given a bounded function group A∗, there is a largest κ-extension

canonically associated to A∗ for every cardinal number κ; namely

extκ(A∗)
def
= {f ∈ GX : f =

∏
i<κ

fi : fi ∈ A∗, with {coz(fi) : i < κ} locally finite}.

In the sequel, we deal with the Hausdorff compactification βA∗X associated to the

bounded function subgroup A∗ ⊆ A on a set X. From here on, the symbol A will mean

the closure of A in the βA∗X unless expressly stated otherwise. The next result will be

used several times along the paper. We omit its easy verification.

Proposition 4.1. Let A be a function group in GX such that τA = τA∗. Then

int(Z(f)) = βA∗X \ coz(f) for all f ∈ A.

The definition of support set (resp. weak support set) for a general function group

A is analogous to the definition given for bounded functions groups in Definition 3.10.

So, given a group homomorphism φ : A → G, we say that a closed subset S ⊆ βA∗X is

a weak support for φ if for every f ∈ A such that S ⊆ int(Z(f)), it holds φ(f) = eG.

The set S ⊆ X is a support for φ if for every f ∈ A such that S ⊆ Z(f), it holds

φ(f) = eG.

Lemma 4.2. Let A be a function group in GX that is an extension of its bounded

subgroup A∗, and let φ : A → G be a weakly separating group homomorphism such that

φ|A∗ is non-null and A∗ is controllable. Then the following assertions hold:

(a) If S ⊆ βA∗X is a weak support for φ|A∗ then S is a weak support for φ.

(b) If a τA-compact subset S ⊆ X is a support for for φ|A∗ then S is a support for

φ.
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Proof. (a) Suppose that S is a support for φ|A∗ but not a support for φ. Then there

is f ∈ A such that S ⊆ int(Z(f)) and φ(f) ̸= eG. By Corollary 3.5 and Proposition

3.2.6, we can take D1, D2 ∈ D(A) and E1 ∈ E(A) such that S ⊆ int(D2) ⊆ Db
2 ⊆ Eb

1 ⊆

Db
1 ⊆ int(Z(f)).

On the other hand, since φ|A∗ is non-null, there is f1 ∈ A∗ such that φ(f1) ̸= eG.

Applying that A∗ is controllable to f1, D2 and D(2) = X \ E1, we obtain f ′
1 ∈ A∗ and

E ∈ E(A) such that D2 ⊆ E ⊆ E1, f
′
1|D2 = f1|D2 and f ′

1|Z(f1)∪(X\E) = eG. Then, by

Proposition 3.11.4, φ(f ′
1) = φ(f1) ̸= eG and coz(f ′

1) ⊆ E ⊆ D1. Hence coz(f ′
1) ⊆ Db

1

and coz(f ′
1) ∩ coz(f) ⊆ Db

1 ∩ (βA∗X \ int(Z(f))) = ∅, which is a contradiction by

Proposition 3.13.

(b) Assume that the τA-compact subset S ⊆ X is a support set for φ|A∗ and take

f ∈ A such that f |S = eG. Since A is an extension of A∗, we have f =
∏
i∈I
fi with

fi ∈ A∗ for all i ∈ I and the family {coz(fi) : i ∈ I} being locally finite in X. Now,

since S is compact, there is an open subset U ∈ τA that contains S and intersects

finitely many members of {coz(fi) : i ∈ I}. That is, there is a finite subset J ⊆ I such

that U ∩ coz(fi) = ∅ for each i ∈ I \ J . Set fJ
def
=

∏
{fi : i ∈ J} and fJ def

=
∏
{fi :

i ∈ I \ J}. We have f = fJ · fJ , which yields φ(f) = φ(fJ) · φ(fJ). Now, remark

that S ⊆ int(Z(fJ)), which implies that φ(fJ) = eG by assertion (a). On the other

hand, fJ ∈ A∗ and fJ |S = f |S = eG, which yields φ(fJ) = eG. Thus φ(f) = eG, which

implies that S is a support set for φ. �

Proposition 4.3. Let A be a function group in GX that is an extension of its bounded

subgroup , and let φ : A → G be a weakly separating group homomorphism. If φ|A∗ is

non-null and continuous with respect to the pointwise convergence topology, and A∗ is
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controllable, then the minimum weak support for φ|A∗ is a support for φ and is placed

in X.

Proof. By Lemma 4.2, it will suffice to prove that the minimum weak support for φ|A∗

is a support set for φ|A∗ and that is placed in X. Let {p} be the minimum weak

support for φ|A∗ . Reasoning by contradiction, suppose p /∈ X and let F ∈ Fin(X),

where Fin(X) denotes the set of all finite subsets of X, (partially) ordered by inclusion.

By Proposition 3.4.7 there are Dp, DF ∈ D(A) such that p ∈ int(Dp), F ∈ int(DF )

and Db
p ∩Db

F = ∅. Since φ|A∗ is non-null, there exists f0 ∈ A∗ such that φ(f0) ̸= eG.

Applying the controllability of A∗, we can take fF ∈ A∗ and E ∈ E(A) such that

DF ⊆ E ⊆ X \ Dp, fF |DF
= f0|DF

and fF |Z(f0)∪(X\E) = eG. Then fF |Dp
= eG,

which implies, by Proposition 3.11.4, that φ(fF ) = eG. Therefore the net (fF )F∈Fin(X)

converges pointwise to f0 in A∗. As a consequence (φ(fF ))F∈Fin(X) = (eG) converges

to φ(f0) ̸= eG, which is a contradiction. Thus p ∈ X.

Let us now verify that {p} is a support for φ|A∗ . Take f ∈ A∗ such that p ∈ Z(f b).

Then p ∈ Z(f b) ∩X = Z(f).

We have {p} =
∩
{D : p ∈ int(D), D ∈ D(A)}. Indeed, if q ̸= p, q ∈ βA∗X, then

by Proposition 3.4.7, there are Dq, Dp ∈ D(A) such that q ∈ int(Dq), p ∈ int(Dp) and

Db
q ∩ Db

p = ∅. Hence q ∈ βA∗X \ Dp and q ∈
∪
{βA∗X \ D : p ∈ int(D), D ∈ D(A)}.

That is, the set Dp = {D ∈ D(A) : p ∈ int(D)} is a neighborhood base at p. Let

D ∈ Dp, then by Corollary 3.5 there is E1(D) ∈ E(A) and D2(D), D1(D) ∈ D(A)

such that p ∈ D2(D) ⊆ E1(D) ⊆ D1(D) ⊆ int(D). We now apply Remark 3.9 to

f−1, D2(D) and Do(D) = X \ E1(D) to obtain fD ∈ A∗ and E(D) ∈ E(A) such that

D2(D) ⊆ E(D) ⊆ E1(D), fD |D2(D)∪Z(f) = eG and fD |X\E(D) = f|X\E(D), which implies

fD |(X\D) = f|(X\D).
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We claim that (fD)D∈Dp converges pointwise to f . Indeed, let F ∈ Fin(X). If p /∈ F ,

by Proposition 3.4, there is D0 ∈ D(A) such that p ∈ int(D0) and D0 ∩ F = ∅, then

F ⊆ X \ D0 ⊆ X \ D, for all D ⊆ D0, D ∈ Dp, and fD |F = f|F . If F = {p} ∪ F1

then f(p) = eG = fD(p) and, reasoning as above, we can take D1 ∈ Dp such that

fD |F1
= f|F1 for all D ⊆ D1, D ∈ Dp. Since φ|A∗ is continuous with respect to the

pointwise convergence topology, we have that (φ(fD))D∈Dp = (eG) converges to φ(f).

That is φ(f) = eG, which implies that p is a support set for φ. �

Definition 4.4. Let A be a subgroup of GX . A group homomorphism φ : A → G is

non-vanishing if for every f, g in A such that Z(f)∩Z(g) = ∅, it holds that φ(f) ̸= eG

or φ(g) ̸= eG.

Remark 4.5. Every element a ∈ G can be identified with the constat map “a” belonging

to GX . In this sense, if A is a subgroup of GX , we say that A contains the constants

maps if G ⊆ A. We write Epi(G) to denote the set of all homomorphisms from G onto

G. We will also denote by d to the metric defined on G and B(a, r) will mean the open

ball centered in a with radius r.

Proposition 4.6. Let A be a function group in GX that is an extension of its bounded

subgroup A∗, which is controllable. Suppose that G ⊆ A and φ|G ⊆ Epi(G). If φ :

A → G is a separating non vanishing group homomorphism then the minimum weak

support {p} for φ|A∗ is a support set for φ|A∗.

Proof. Reasoning by contradiction, suppose there is f ∈ A∗ such that f b(p) = eG but

φ(f) ̸= eG. Since φ|G ⊆ Epi(G), there is a ∈ G \ {eG} such that φ(f) = φ(a) ̸= eG.

Set r = d(a, eG) and U = (f b)−1(B(eG, r/2)), then f b(q) ̸= a for all q ∈ U . As a

consequence (a−1f b)(q) ̸= eG for all q ∈ U . By Proposition 3.4, we can take Dp and
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DU in D(A) such that p ∈ int(Dp), βA∗X \ U ⊆ int(DU) and Db
p ∩Db

U = ∅. Applying

Remark 3.9, there is E ∈ E(A) and g ∈ A∗ such that g|Dp = eG and g|(X\E) = a, that

is φ(g) = eG and gb|int(DU )
= a ̸= eG. We have Z(gb) ⊆ U and Z(a−1f b) ⊆ βA∗X \ U .

Hence Z(g) ∩Z(a−1f) = ∅ but φ(g) = eG and φ(a−1f) = φ(a)−1φ(f) = eG, which is a

contradiction. �

Proposition 4.7. Let A be a function group in GX that is an extension of its bounded

subgroup A∗, which is controllable. If φ : A → G is a separating group homomorphism

such that φ|A∗ is non-null and G is a discrete group, then the minimum weak support

{p} for φ|A∗ is a support set for φ|A∗.

Proof. If G is discrete Z(f b) = (f b)−1(eG) is clopen in βA∗X. Thus, if f ∈ A∗, it

follows that f(X) is a finite subset of G. As a consequence, it is easily verified that

Z(f b) = Z(f) = int(Z(f b)) = int(Z(f)). Hence, if p is a weak support, then it is

automatically a support set. �

Proposition 4.8. Let A be a function group in GX that is an extension of its bounded

subgroup A∗, which is controllable. Let φ : A → G be a separating group homomorphism

such that φ|A∗ is non-null, G ⊆ A and φ|G is continuous with respect to the topology

of G. If {p} is a support for φ|A∗, then the following assertion hold:

(a) φ|A∗ is continuous with respect to the uniform convergence topology.

(b) If p ∈ X then φ is continuous with respect to the pointwise convergence topology.

Proof. (a) Let (fi)i∈I be a net converging uniformly to f in A∗, then d(fi(x), f(x))

converges uniformly to 0 for all x ∈ X. As a consequence d(f b
i (q), f b(q)) converges

uniformly to 0 for all q ∈ βA∗X. In particular (f b
i )i∈I converges to f b in the uniform

convergence topology. Take the constant maps ai
def
= f b

i (p) and a
def
= f b(p). Then
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(φ(ai))i∈I converges to φ(a) by hypothesis. Since (a−1
i fi)

b(p) = a−1
i f b

i (p) = eG and

(a−1f)b(p) = a−1f b(p) = eG, Proposition 4.6 yields that φ(a−1
i fi) = eG and φ(a−1f) =

eG. Thus φ(fi) = φ(ai) and φ(f) = φ(a), which yields (φ(fi))i∈I converges to φ(f).

(b) The same arguments as in item (a) can be applied here using Lemma 4.2 (b). �

5. Separating group homomorphisms

From here on, A and B will denote two function groups in GX and GY that are

extensions of their bounded subgroups A∗ and B∗, respectively. Denote by δx : A → G

the evaluation map at the point x, that is δx(f) = f(x) for every f ∈ A. It is said that

A is pointwise dense when δx(A) is dense in G for all x ∈ X.

Definition 5.1. A group homomorphism H : A → B is named separating (resp. weakly

separating) if given two separated (resp. detached) maps f and g in A, it holds that

Hf and Hg are separated (resp. detached) in B.

A group homomorphism H : A → B is named (weakly) biseparating if it is bijective

and both H and H−1 are (weakly) separating.

Remark that we may assume that H(A∗) is faithful on Y . Otherwise, we would

replace Y by
∪
{cozH(f) : f ∈ A∗}.

Definition 5.2. IfH : A → B is a weakly separating group homomorphism and assume

that A∗ is controllable. The map δy ◦H is a weakly separating group homomorphism

of A into G for all y ∈ Y . Furthermore, since A∗ is controllable, the set

Sy = {S ⊆ KA∗ : S is a weak support for δy ◦H}

contains a singleton as the minimum element of S, which we denote by sy. Applying

the results established in the precedent section to the homomorphism δy ◦H, we can
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define the weak support map that is canonically associated to H:

h : Y → KA∗ by h(y) = sy.

In case h(y) is also a support set for δy ◦ H for all y ∈ Y , then we say that h is the

support map associated to H.

Let us assume, from here on, that the sets X and Y are equipped with the topologies

canonically associated to them by A and B respectively.

Proposition 5.3. Let A and B be two function groups in GX and GY such that A∗ is

controllable, and let H : A → B be a weakly separating homomorphism. Then the weak

support map h : Y → βA∗X is continuous.

Proof. Let (yd)d∈D be a net in Y converging to y ∈ Y . Then (h(yd))d∈D ⊆ βA∗X. By

a standard compactness argument, we may assume WLOG that (h(yd))d converges to

p ∈ βA∗X. Reasoning by contradiction, suppose h(y) ̸= p. By Proposition 3.4.7, we

take two disjoint subsets Dy and Dp in D(A) such that h(y) ∈ int(Dy), p ∈ int(Dp),

and Db
y ∩Db

p = ∅. There is an index d1 such that h(yd) ∈ int(Dp) for all d ≥ d1.

Every weak support set for δv ◦H contains h(v) for all v ∈ Y . Hence, the nonempty

compact subset βA∗X \ int(Dy) may not be a weak support for δy ◦ H. So, there

exists f ∈ A∗ such that βA∗X \ int(Dy) ⊆ int(Z(f)) and (δy ◦H)(f) = Hf(y) ̸= eG.

Since G is metrizable, there are two open neighborhoods Uy and VeG of Hf(y) and

eG respectively, such that Uy ∩ VeG = ∅ (closures in G). Moreover, since H(f) is a

continuous map, we have that (Hf(yd))d converges to Hf(y). Then, there is d2 ≥ d1

such that Hf(yd) ∈ Uy for all d ≥ d2, which yields Hf(yd) ̸= eG for all d ≥ d2. On

the other hand, since d2 ≥ d1, the set βA∗X \ int(Dp) is not a weak support subset

for δyd2 ◦ H. Hence, there exists f2 ∈ A∗ such that βA∗X \ int(Dp) ⊆ int(Z(f2)) and
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Hf2(y) ̸= eG. So, we have that yd2 ∈ coz(Hf2) ∩ coz(Hf) and, since H is a weakly

separating map, Proposition 3.13 and Proposition 3.4 yield ∅ ̸= coz(f2) ∩ coz(f) =

(βA∗X \ int(Z(f2))) ∩ (βA∗X \ int(Z(f))) ⊆ int(Dp) ∩ int(Dy) ⊆ Db
p ∩ Db

y = ∅. This

contradiction completes the proof. �

We show next that if H(A∗) ⊆ B∗, the (weak) support map h can be extended to a

continuous map on βB∗Y .

Proposition 5.4. Let A and B be two function groups in GX and GY such that A∗ is

controllable. If H : A → B is a weak separating homomorphism such that H(A∗) ⊆ B∗,

then the following assertions hold:

(a) There is a map hb : βB∗Y → βA∗X such that hb|Y = h; that is, hb extends the

canonical weak support map h from Y to βA∗X associated to H.

(b) hb is continuous.

(c) If H is injective then hb is onto.

Proof. (a) Define the map Hb : Ab → Bb as Hbf b def
= (Hf)b for each f ∈ A∗. It is readily

seen that the map Hb is a group homomorphism. We claim that Hb is also weakly

separating. Indeed, let f, g ∈ A∗ such that f b and gb are detached, which means that f

and g are detached in X. Since H is weakly separating we have coz(Hf)∩coz(Hg) = ∅.

Since Y is dense in βB∗Y and, by Proposition 3.4.2, Eb ∩ Y = E for all E ∈ E(B), we

obtain coz(Hbf) ∩ coz(Hbg) = ∅.

Thus, the map δq ◦ Hb : Ab → G, where δq is the evaluation map on q ∈ βB∗Y ,

is a non-null weakly separating homomorphism that has a minimum weak support

sq ∈ βB∗Y . Therefore, we have defined the weak support map

hb : βB∗Y → βA∗X by hb(q) = sq.
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It is straightforward to verify that hb|Y = h.

(b) The proof is analogous to Proposition 5.3.

(c) Suppose hb(βB∗Y ) ̸= βA∗X and pick up p ∈ βA∗X \ hb(βB∗Y ). Since hb is

continuous and βB∗Y is compact, we have that hb(βB∗Y ) is closed subset of βA∗X.

Hence, by Proposition 3.4.7, there areDp, D ∈ D(A) such that p ∈ int(Dp), h
b(βB∗Y ) ∈

int(D) and Db
p ∩ Db = ∅. On the other hand, since X is dense in βA∗X and A∗ is

faithful, there is xp ∈ int(Dp)∩X and f ∈ A∗ such that f(xp) ̸= eG. Applying that A∗

is controllable we obtain f ′ ∈ A∗ and E ∈ E(A) such that Dp ⊆ E ⊆ X \D, f ′
|Dp

= f|Dp

and f ′
|Z(f)∪(X\E) = eG. Then f ′(xp) = f(xp) ̸= eG and hb(βB∗Y ) ⊆ int(D) ⊆ int(Z(f ′)),

which implies Hf ′b(q) = eG for all q ∈ βB∗Y . Thus (Hf ′)(y) = eG for all y ∈ Y and,

since H is injective, we obtain f ′ = eG, which is a contradiction. �

6. Main results

Definition 6.1. Given a topological space (T, τ), we say that V ⊆ T is a τ(κ)-set if

V =
∩
i<κ

Vi, where each Vi ∈ τ . Here τ(κ) denotes the topology on T , whose open basis

consists of all τ(κ)-sets. Open sets in this topology are named τ(κ)-open sets. In like

manner, closed subsets C ⊆ T in this topology are named τ(κ)-closed sets. Thus, a

subset C ⊆ T is τ(κ)-closed if for every p ∈ T \ C there is a family of open subsets

{Vi ⊆ T : i < κ} such that p ∈
∩
i<κ

Vi and
∩
i<κ

Vi ∩ C = ∅. Of course, in this definition,

τ(ω)-sets coincide with the well known notion of Gδ-set, namely countable intersection

of open sets.

Now assume that A is function group in GX that is an extension of its bounded

subgroup A∗, and let βA∗X be the Hausdorff compactification of X associated to A∗.

We define the set

κυA∗X
def
= ∩{C ⊆ βA∗X : X ⊆ C and C is a τ(κ)-closed subset}.



22 M. FERRER, M. GARY, AND S. HERNÁNDEZ

Remark that for every p ∈ κυA∗X and every τ(κ)-set V containing p, we have V ∩X ̸= ∅,

that is, X
τ(κ)

= κυA∗X.

For simplicity, when κ = ω, we will denote the space ωυA∗X simply as υA∗X. For

the sake of simplicity, we will deal with the case κ = ω here, but our results are easily

generalized for any cardinal number κ.

We next prove that when the group G is discrete and A is a normal function group

in GX , then every map in A can be extended to a continuous map defined on υA∗X.

Lemma 6.2. Let A be a normal function group in GX and assume that G is a discrete

group. Then for every f ∈ A there is a continuous map fυ of υA∗X into G such that

the following diagram commutes

X
f //

id ""F
FF

FF
FF

F G

υA∗X
fυ

<<yyyyyyyy

That is, with conditions above, for each f ∈ A there is a unique continuous extension

fυ : υA∗X → G such that fυ|X = f .

Proof. If f ∈ A∗ we define fυ = f b|υA∗X . Take now f ∈ A\A∗. It will suffice to extend

f to a continuous function fυ : X ∪ {p} → G such that fυ|X = f for all p ∈ υA∗X \X.

Since G is discrete and every map in A∗ has relatively compact range, it follows that

every map in A∗ has finite range. On the other hand, f ∈ A, which means that there

is {fi : i < ω} ⊆ A∗, such that {coz(fi) : i < ω} is locally finite and f =
∏
i<ω

fi. This

means that f(X) is a countable subset of G. That is f(X) = {an}n<ω ⊆ G. Thus, the

family {f−1(an) : n < ω} consists of disjoint clopen subsets such that
∪
n<ω

f−1(an) = X.

We claim that there exists a unique n < ω such that p ∈ f−1(an).



REPRESENTATION OF GROUP ISOMORPHISMS 23

Existence: Reasoning by contradiction suppose that for every n < ω there is an open

neighborhood Un of p in βA∗X such that Un ∩ f−1(an) = ∅. Then p ∈
∩
n<ω

Un ∈ τA∗(ω)

and
∩
n<ω

Un ∩X = ∅, which is a contradiction since p ∈ υA∗X.

Uniqueness : Since f−1(an) ∩ f−1(am) = ∅, if n ̸= m, and A is normal, there are

Dn, Dm ∈ D(A) such that f−1(an) ⊆ Dn, f−1(am) ⊆ Dm and Dn ∩ Dm = ∅, which

implies f−1(an) ∩ f−1(am) = ∅.

Consider now X ∪{p} with the topology inherited from βA∗X and define fυ(p) = an

and fυ|X = f . We must prove that fυ is continuous at p. Since f−1(an) is disjoint

from X \ f−1(an) and A is normal, there are D1, D2 ∈ D such that (fυ)−1(an) =

f−1(an) ∪ {p} ⊆ D1, X \ f−1(an) ⊆ D2 and D1 ∩D2 = ∅. Since D1 is clopen in βA∗X

and contains p, we have Db ∩ (X ∪ {p}) = (fυ)−1(an) is clopen in X ∪ {p}. Therefore

fυ is continuous at p.

�

We now remember some definitions concerning abelian groups.

Definition 6.3. Let ZN be the so-called Baer-Specker group [1, 21], that is, the group

of all integer sequences, with pointwise addition. For each n < ω, let en be the sequence

with n-th term equal to 1 and all other terms 0. According to  Loś (cf. [9]), a torsion-

free abelian group G is said to be slender if every homomorphism from ZN into G

maps all but finitely many of the en to the identity element. It is a well known fact

that every free abelian group is slender and that every homomorphism from ZN into a

slender group factors through Zn for some natural number n. (cf. [4, 18]).
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We next prove that when the group G is slender and A is a function group in GX that

is the largest ω-extension of its bounded subgroup A∗, then support sets are included

in υA∗X.

Proposition 6.4. Let A be a function group in GX such that A∗ is controllable. Let

φ : A → G be a weakly separating group homomorphism such that φ|A∗ ̸= eG.

(a) If either φ is continuous with respect to the pointwise topology or G is discrete,

then the minimum weak support set for φ is a singleton “s” that is a support set

for φ|A∗.

(b) If G is a slender discrete group and A is the largest ω-extension of A∗, then s ∈

υA∗X.

Proof. (a) Applying Propositions 4.3, 4.6, and 4.7, it follows that the minimum weak

support for φ is a singleton “s” that is a support set for φ|A∗ .

(b) Suppose, reasoning by contradiction, that s /∈ υA∗X. Then, there is a subset C

which is τ(ω)-closed containing X but s /∈ C. Hence, there exists an strictly decreasing

sequence {Vn}n<ω of open subsets in βA∗X (that can be assumed also closed if the group

G is discrete) such that Vn+1 ⊆ V n+1 ⊆ Vn, s ∈
∩
n<ω

Vn, and
∩
n<ω

Vn∩X ⊆
∩
n<ω

Vn∩C = ∅.

As a consequence, it is readily seen that {Vn}n<ω is locally finite. Now, We are going

to obtain a sequence {fn}n<ω ⊆ A∗ such that {coz(fn) : n < ω} is locally finite.

Indeed, assume WOLG that βA∗X \ Vn ̸= ∅ for all n < ω. Since every support set

for φ contain s, it follows that βA∗X \ Vn is a closed subset that is not a support for

φ. So, there is fn ∈ A∗ such that βA∗X \ Vn ⊆ Z(f b
n) and φ(fn) ̸= eG, for each n < ω.

Take an element {an} ∈ ZN and set fan
n (x)

def
= fn(x)an for all x ∈ X. Since coz(fan

n ) ⊆

coz(f b
n) ⊆ Vn, we have that {coz(fan

n )}n<ω is locally finite in X.
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By hypothesis A is the largest ω-extension of A∗, which implies
∏
n<ω

fan
n ∈ A. There-

fore, we can define the group homomorphism ψ : ZN : → G by

ψ({an})
def
= φ(

∏
n<ω

(fn)an) ∈ G.

In particular, applying the homomorphism ψ to the basic elements en ∈ ZN, for all

n < ω, we obtain

ψ(en) = φ(fn) ̸= eG for all n < ω. This is a contradiction since G is a slender group

by our initial assumption. �

In the previous section, we have just seen how a weakly separating homomorphism

H : A → B, where A ⊆ GX is an extension of a controllable function group A∗, has

associated a continuous (weak support) map h that assigns to each point y ∈ Y the

weak support for δy ◦H|A∗ . Our next goal is to obtain a complete representation of H

by means of the map h. In order to do it, we need that h(y) be a support set for all

y ∈ Y and that h(Y ) ⊆ υA∗X. Two conditions assuring these requirements have been

given in Proposition 6.4.

Definition 6.5. Let A and B be two function groups in GX and GY , respectively,

such that A∗ is controllable. Given a weakly separating homomorphism H : A → B,

for each y ∈ Y , define the subgroup of G

Gh(y)
def
= {(f b ◦ h)(y) : f ∈ A∗}

and denote by Hom(Gh(y), G) the space of all group homomorphisms of Gh(y) into G,

equipped with the pointwise convergence topology. Consider now the set

G =
∪
y∈Y

Hom(Gh(y), G).
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We can think of all elements of G as partial functions on G, that is, functions α :

Dom(α) ⊆ G → G whose domain is a (not necessarily proper) subset of G. We equip

G with the pointwise convergence topology as follows.

Let α ∈ G, a1, · · · , an ∈ Dom(α) and U an open neighborhood at eG in G, the

set [α; a1, · · · , an, U ] = {β ∈ G : ∃bi ∈ Dom(β), α(ai)
−1β(bi) ∈ U, 1 ≤ i ≤ n} is a

basic neighborhood of α. It is easily verified that this procedure extends the pointwise

convergence topology over G. With this notation we define

w : Y → G

by

w[y]((f b ◦ h)(y))
def
= Hf(y)

for each y ∈ Y and f ∈ A∗.

We shall verify next that, under some mild conditions, the map w is well defined

and continuous. Furthermore, if G is discrete, Lemma 6.2 implies that if f ∈ A and

h(y) ∈ υA∗X, then fυ(h(y)) ∈ Gh(y).

Proposition 6.6. Let A and B be two function groups in GX and GY , respectively,

such that A∗ is controllable. Let H : A → B be a weakly separating homomorphism

that is either continuous for the pointwise convergence topology or, otherwise, assume

that G is a (discrete) slender group. Then the following assertions hold:

(a) w(y) is a well defined group homomorphism for all y ∈ Y .

(b) w is continuous if G is equipped with the pointwise convergence topology.

Proof. (a) Let h : Y → βA∗X be the weak support map canonically associated to H. In

order to prove that w(y) is well defined, take f, g ∈ A∗ such that f b(h(y)) = gb(h(y)).
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Then, by Proposition 3.4.1, (g−1f)b(h(y)) = eG. By the way it was defined, we have

that h(y) is a weak support for δy ◦H. On the other hand, Proposition 6.4 implies that

{h(y)} is actually a support subset for δy ◦H. Hence H(g−1f)(y) = eG or, equivalently,

Hf(y) = Hg(y). Therefore w(y)(f b(h(y))) = Hf(y) = Hg(y) = w(y)(gb(h(y))). The

verification that w(y) is a group homomorphism is straightforward.

(b) Let (yd)d∈D be a net converging to y in Y . Take a1, · · · , an ∈ Dom(w(y)) = Gh(y)

and U an open neighborhood of eG inG. Then there is fi ∈ A∗ such that ai = (f b
i ◦h)(y),

1 ≤ i ≤ n. That is w(y)(ai) = Hfi(y) and, since Hfi is continuous, there is an index

di such that Hfi(yd) ∈ Hfi(y)U , for all d ≥ di, 1 ≤ i ≤ n. Let d ≥ d1, · · · , dn,

then b
(d)
i = (f b

i ◦ h)(yd) ∈ Gh(yd) and w(y)(ai)
−1w(yd)(b

(d)
i ) = (Hfi(y))−1Hfi(yd) ∈ U ,

1 ≤ i ≤ n, that is, w(yd) ∈ [w(y); a1 · · · , an, U ]. �

We assume below that υA∗X = X for certain function groups A. It is easily seen

that this happens when (X, τA) is Lindelöf. For example, if the set X is countable or

σ-compact in the topology τA.

Theorem 6.7. Let A and B be two function groups in GX and GY , respectively, such

that A∗ is controllable, υA∗X = X, υB∗Y = Y and A is the largest ω-extension of A∗.

Let H : A → B be a weakly separating homomorphism that is either continuous for

the pointwise convergence topology or, otherwise, assume that G is a (discrete) slender

group. Then there are continuous maps

h : Y → X

and

w : Y →
∪
y∈Y

Hom(Gh(y), G)

satisfying the following properties:
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(a) For each y ∈ Y and every f ∈ A it holds Hf(y) = w[y](f(h(y))].

(b) If G is a discrete group, then H is continuous with respect to the pointwise conver-

gence topology.

(c) If G is a discrete group, then H is continuous with respect to the compact open

topology.

(d) If H is weakly biseparating and B is the largest ω-extension of B∗, which is con-

trollable, then h is a homeomorphism.

Proof. First, let h : Y → βA∗X be the continuous weak support map canonically

associated to H. By Propositions 4.3 and 6.4, we have that h(Y ) ⊆ υA∗X = X by our

initial assumptions. On the other hand, Proposition 6.6 yields the continuity of the

weight map w.

Now, we prove the properties formulated above:

(a) is straightforward after the definition of w.

(b) Assume that G is discrete since there is nothing to prove otherwise. Then every

pointwise convergent net (fi) in A must be pointwise eventually constant. That is,

for every x ∈ X, there is i0 such that i ≥ i0 implies that fi(x) = fi0(x). Thus the

continuity of H follows from (a).

(c) Let (fd)d ⊆ A be a net converging to the constant function eG in the compact

open topology. If K is a compact subset of Y , then h(K) is a compact subset in X by

the continuity of h. Therefore (fd)d is eventually the constant function eG on h(K).

Applying (a), it follows that (Hf)d is eventually eG on K, which completes the proof.

(d) We have two continuous weak support maps hb : βB∗Y → βA∗X and kb : βA∗X →

βB∗Y associated to H|A∗ and (H−1)|B∗ , respectively. Let us to see that (hb◦kb)|X = idX .
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First, notice that by Propositions 4.3 and 6.4, we have k(x) ∈ υB∗Y = Y for all x ∈ X.

Therefore we have hb(k(x)) is actually h(k(x))

Reasoning by contradiction, suppose there is x ∈ X such that x ̸= h(k(x)). By

Proposition 3.4.7, there are D1, D2 ∈ D such that x ∈ int(D1), h(k(x)) ∈ int(D2) and

Db
1 ∩ Db

2 = ∅. Take f1 ∈ A∗ such that f1(x) ̸= eG. Applying that A∗ is controllable

to f1, D1 and D2, there are U1 ∈ E(A) and f ′
1 ∈ A∗ such that D1 ⊆ U1, U1 ∩D2 = ∅,

f ′
1|D1 = f1|D1 and f ′

1|Z(f1)∪(X\U1) = eG. Therefore x ∈ coz(f ′
1) ⊆ U1. Applying assertion

(a) to H−1 and x, we obtain

eG ̸= f ′
1(x) = H−1Hf ′

1(x) = ρ[y](Hf ′
1(k(x))]

for an associated map ρ. Since ρ[y] is a group homomorphism, this implies that

Hf ′
1(k(x)) ̸= eG and, as a consequence, k(x) ∈ coz(Hf ′

1).

On the other hand h(k(x)) ∈ int(D2) ⊆ int(Z(f ′
1) and, since h(k(x)) is a weak

support set for δk(x) ◦H, we obtain that Hf ′
1(k(x)) = eG. This is a contradiction that

completes the proof.

In like manner, we can prove that k ◦ h = idY . Therefore k = h−1 and h is a

homeomorphism. �

Recall that a function group A in GX is A is pointwise dense if δx(A) is dense in G

for all x ∈ X.

Corollary 6.8. Let A and B be two function groups in GX and GY , respectively, such

that A is pointwise dense, A∗ is controllable, υA∗X = X, υB∗Y = Y and A is the

largest ω-extension of A∗. Let H : A → B be a weakly separating homomorphism that

is either continuous for the pointwise convergence topology or, otherwise, assume that
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G is a (discrete) slender group. Then there are continuous maps

h : Y → X

and

w : Y → End(G)

satisfying the following properties:

(a) For each y ∈ Y and every f ∈ A it holds Hf(y) = w[y](f(h(y))].

(b) If G is a discrete group, then H is continuous with respect to the pointwise conver-

gence topology.

(c) If G is a discrete group, then H is continuous with respect to the compact open

topology.

(d) If H is weakly biseparating and B is the largest ω-extension of B∗, which is con-

trollable, then h is a homeomorphism.

We are in position of establishing the main result in this paper.

Theorem 6.9. Let A and B be two, pointwise dense, function groups in GX and GY ,

respectively, such that A∗ and B∗ are controllable, υA∗X = X, υB∗Y = Y , and A

and B are the largest ω-extensions of their bounded subgroups. Let H : A → B be a

weakly biseparating isomorphism that is either continuous for the pointwise convergence

topology or, otherwise, assume that G is a (discrete) slender group. Then the function

groups A and B are equivalent.

That is, there are continuous maps

h : Y → X

and

w : Y → Aut(G)
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satisfying the following properties:

(a) h is a homeomorphism.

(b) For each y ∈ Y and every f ∈ A it holds Hf(y) = w[y](f(h(y))].

(c) H is a continuous isomorphism with respect to the pointwise convergence topology.

(d) H is a continuous isomorphism with respect to the compact open topology.

Proof. We only need to verify that w[y] ∈ Aut(G) for all y ∈ Y . Applying Corollary

6.8 to H−1, we obtain maps

ρ : Y → End(G)

and

k : X → Y

such that for every x ∈ X and g ∈ B, we have H−1g(x) = ρ[x](g(k(x))). Thus, for

every f ∈ A and x ∈ X, we have

f(x) = H−1 ◦ (Hf)(x) = ρ[x](Hf(k(x))) = ρ[x](w[k(x)](f(h(k(x))))

and h−1 = k by the proof of Theorem 6.7(d). Therefore

f(x) = H−1 ◦ (Hf)(x) = ρ[x](Hf(k(x))) = ρ[x](w[k(x)](f(x))

and

g(y) = H ◦ (H−1g)(y) = w[y](H−1g(h(y))) = w[y](ρ[h(y)](g(y)).

Applying the former equality to x = h(y), it follows that ρ[h(y)] ◦ w[y] = idG for all

y ∈ Y , and from the latter, we also have that w[y] ◦ ρ[h(y)] = idG. This means that

w[y] is an automorphism on G. �
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