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Abstract 

Decarboxylation of Mandelylthiamin in aqueous solution is analyzed by means of 

quantum mechanics/molecular mechanics simulations including solvent effects. The 

free energy profile for the decarboxylation reaction was traced assuming equilibrium 

solvation, while reaction trajectories allowed us to incorporate non-equilibrium effects 

due to the solvent degrees of freedom as well as to evaluate the rate of the diffusion 

process in competition with the backward reaction. Our calculations, that reproduce the 

experimental rate constant, show that decarboxylation takes place with a non-negligible 

free energy barrier for the backward reaction and that diffusion of carbon dioxide is 

very fast compared to the chemical step. According to these findings catalysts would 

not act preventing the backward reaction.  
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1. Introduction 

Decarboxylation of 2-ketoacids is a primary metabolic process catalyzed by thiamin 

diphosphate dependent enzymes.
1,2

 This cofactor promotes decarboxylation through 

formation of covalent derivatives between the thiazolium moiety and the carbonyl group 

of the substrate. Mandelylthiamin (MTh, Scheme 1) is the conjugate of thiamin and 

benzoylformate, an analogue of the compound formed in the enzymatic decarboxylation 

of benzoylformate and a model to study the intrinsic reactivity of these enzymatic 

intermediates.
3-5

  In aqueous solution MTh undergoes cleavage of a C-C bond resulting 

in the production of carbon dioxide with a rate constant (k1 in Scheme 1) of 3·10
-4

 s
-1

 in 

neutral solution at 25ºC,
6
 from which a phenomenological activation free energy of 22.3 

kcal·mol
-1

 can be deduced applying standard Transition State Theory. This process is 

accelerated up to a factor of 4 in the presence of pyridinium ions but not by other 

Brønsted acids.
6
 To explain these findings it was then proposed that in the absence of 

catalyst reversal addition of the enamine to carbon dioxide occurs readily (k-1 in Scheme 

1) because they could be dynamically trapped in a solvent cage where the departure of 

carbon dioxide (kdiff) would be slow enough to allow recombination.
6-8

 The catalyst 

would prevent the backward reaction in the solvent cage by protonation at C6 position 

prior to full diffusion of carbon dioxide,
8
 being thus an example of the so-called 

spectator catalysis.
9
  

Scheme 1 
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However recent quantum mechanical calculations showed that the backward reaction 

has a non-negligible free energy barrier, concluding that k-1<< kdiff.
10

 Catalysis by 

pyridinium ions was then explained by means of preferential binding to the transition 

state due to a combination of cation/ and hydrogen bonding interactions.
10

 This study 

also showed that Kinetic Isotope Effects (KIEs) observed for the 
12

C/
13

C substitution in 

carbon dioxide
7
 can be reproduced assuming that decarboxylation and not the diffusion 

process is the rate determining step.
10

 However, this elegant theoretical analysis did not 

consider possible dynamical effects on the rate constant due to solvent-caging effects 

and only equilibrium solvent effects where accounted for by means of continuum 

models. In general, explicit consideration of the effect of the solvent degrees of freedom 

on this reaction can be useful not only to account for possible dynamical effects in the 

evaluation of the rate constant, but also to include, in an equal step treatment, the 

diffusion of the reaction products and its hypothetical competition with the reverse 

reaction. Limitations of the equilibrium picture in decarboxylation reactions can be also 

discussed on the basis of these results. 

 

Dynamic effects can be incorporated to the rate-constant value derived from Transition 

State Theory through the transmission coefficient ():
11-15
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where G
‡
 is the activation free energy, n the number of reactant species and C

0
 the 

concentration of the standard state (usually 1M), T is the temperature while the rest of 

symbols represent fundamental constants. The calculated transmission coefficient 

reflects the quality of the coordinate chosen to trace the free energy profile and thus of 

the dividing hypersurface defining the Transition State (TS). For systems with a very 

high dimensionality, as the one considered here when water molecules are treated 

explicitly, it would be very complicated to find the optimal coordinate to obtain the free 

energy profile considering all the degrees of freedom of the system and then, a 

distinguished reaction coordinate must be chosen. In this case the C6-C7 distance (see 

Scheme 1) provides a reasonable choice. Obviously water molecules must play a role in 

the reaction as far as the negative charge initially located on the carboxylate group must 
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be transferred to the rest of the solute. Their influence on the reaction process can be 

then evaluated by means of trajectories started at the putative TS ensemble. 

 

In this paper we present a detailed molecular picture of MTh decarboxylation reaction 

in aqueous solution considering explicitly the solvent molecules, their equilibrium 

effects on the reaction free energy profile and the dynamic influence on barrier 

recrossings and product diffusion. Moreover kinetic isotope effects (KIEs), which are 

frequently employed to deduce mechanistic details, are computed for the 

decarboxylation reaction in aqueous solution. Conclusions obtained from this work are 

of importance not only to understand the intrinsic reactivity of thiamin-derived 

compounds but also to analyze hypothetical catalytic strategies that could be employed 

by decarboxylases.
8
  

 

2. Methodology 

Our simulation model consists of mandelythiamin (MTh) substrate placed in a cubic 

box of pre-equilibrated water molecules (55.8 Å side) using the center of mass of the 

substrate as the geometrical center. Any water molecule with an oxygen atom lying in a 

radius of 2.8 Å from a heavy atom of the substrate was removed. Then the system 

contains 5802 water molecules and MTh (17457 atoms in total). The quantum 

mechanics (QM) region consists of MTh (51 atoms) and was treated by the 

semiempirical method AM1
16

 and the water molecules were described by means of the 

TIP3P potential
17

 as implemented in fDynamo library.
18,19

 

 

Initially the system was optimized and equilibrated by means of conjugate gradient 

optimization and molecular dynamics (MD) simulations. A switched cutoff, from 12 to 

14 Å, was employed for all non-bonded interactions. MD simulations were performed at 

298 K using the NVT ensemble and the Langevin-Verlet integrator with a time step of 1 

fs. The total simulation time employed to equilibrate the system was 400 ps. All the 

quantum mechanics/molecular mechanics (QM/MM) calculations were carried out 

applying periodic boundary conditions using fDynamo library.
18,19

  

 

To analyze the energetics of the chemical reaction we performed the potential of mean 

force (PMF) at 298K. The distance C6-C7 (see Scheme 1) was employed as 

distinguished reaction coordinate. The umbrella sampling approach
20

 was used to 
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constraint the system close to a particular value of the reaction coordinate by means of 

the addition of a harmonic potential with a force constant of 2500 kJ·mol
-1

·Å
-2

. The 

probability distributions, obtained from a MD simulation within each individual 

window, are put together by means of the weighted histogram analysis method 

(WHAM)
21

 to obtain the full probability distribution along the reaction coordinate. 

Being aware that the semiempirical method AM1 does not always reproduce reaction 

barriers and reaction energies very well, we performed the PMF and subsequent 

analysis applying a correction method that considers the inclusion of an interpolated 

correction energy term obtained as a function of the reaction coordinate:  

 )(
1
/

1
DcorrESMME

AM
MMQME

AM
QMEE           (2) 

 

where the first term in the right-hand side of equation (2) is the energy of the QM 

subsystem, the second one the interaction between the QM and MM subsystems and the 

third the energy of the MM subsystem. The last term is an interpolated correction 

obtained through a spline function (S) whose argument is the correction term.
22,23

 The 

correction term is obtained as the difference between the energy provided by single 

point energy gas phase calculations at a high level (HL) method and by a low level (LL) 

method for several configurations of the QM subsystem obtained along the chosen 

reaction coordinate. The LL energies were obtained using the AM1 Hamiltonian
16

 while 

the HL energies where obtained at the M06/6-31+G* level
24,25

 of theory using 

Gaussian09.
26

 The selected QM configurations were obtained along the AM1/MM 

minimum energy path traced down from the transition structure to the product and 

reactant valleys. A representation of this correction term as a function of the reaction 

coordinate is given in Figure 1. The selected DFT method provides a continuous 

correction energy in such a way that splines under tension can be used to interpolate the 

correction term at any value of the reaction coordinate. More details about this method 

are provided elsewhere.
22,23

 We used this energy function (eq. 2) in MD simulations to 

trace the PMF for the decarboxylation reaction as a function of the C6-C7 distance, 

from which the equilibrium activation free energy was derived. At this point it is worthy 

to point out that while AM1 hamiltonian has been shown to provide good energetic 

results for other decarboxylation reactions [Gao PNAS 2000, 97, 2017-2022] the large error 

observed in Figure 1 for MTh is associated to the overestimation of the ionization 

energy of the enamine product. Vertical ionization energies for the enamine at various 

theoretical levels are given as Supplementary Information (Table S1). 
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Figure 1. Correction energy term employed in the simulations of MTh decarboxylation. 

This was obtained as the single point energy difference between AM1 and M06/6-

31+G* calculations as a function of the C6-C7 bond length. 

 

Once the PMF was obtained, we carried out 1ns long QM/MM MD simulation with the 

system restrained to remain in the TS region using the same conditions than in the 

preceding simulations. One configuration was saved every 5 ps, resulting in 200 

configurations that were used to compute free downhill trajectories. The velocity 

associated with the reaction coordinate is not properly thermalized in these 

configurations. Thus, following a procedure similar to that used by Gao and co-

workers
27

 and by us in previous studies,
28-30

 we selectively removed the projection of 

the velocity on the reaction coordinate, and added a random value taken from a 

Maxwell–Boltzmann distribution. For each of the saved configurations with modified 

velocities we ran free NVE simulations integrating the equations of motion forward and 

backward, just changing the sign of the velocity components. Downhill trajectories were 

propagated from -8 to +8 ps. The trajectories obtained were then classified as reactive 

trajectories when the reactants connect to products (RP trajectories), and nonreactive 

trajectories, where reactants connect to reactants or products to products. Both reactive 

and nonreactive trajectories may exhibit recrossings of the dividing surface. Because of 

the existence of recrossings the transition state theory (TST) rate constant must be 

corrected by a transmission coefficient, , which will be less than unity. To compute  

we used the “positive flux” formulation,
31

 by assuming that the trajectory was initiated 
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at the barrier top with forward momentum along the reaction coordinate. For a given 

time t, with t=0 being the starting time for the downhill trajectory, the time-dependent 

transmission coefficient is defined as: 

  

  
     



 


j

tqjtqj
t


           (3) 

 

where q is the reaction coordinate, j+ represents the initially positive flux at t=0, given 

by q(t=0), and (q) is a step function equal to one in the product side of the reaction 

coordinate and zero on the reactant side. A correct evaluation of the transmission 

coefficient by means of this procedure obviously requires of the convergence of the 

averaging procedure. This, in turn, will reflect the quality of the distinguished reaction 

coordinate and the selected TS ensemble. A poor choice would result in a too small 

value of the transmission coefficient which would be very difficult to evaluate properly. 

We analyzed the changes in the environment as the reaction proceeds by means of 

detailed inspection of the reactive trajectories. In these analysis t=0 indicates the 

passage of the system over the barrier top, negative times corresponds to the evolution 

of the system towards the reactant valley and positive times towards the product one. 

 

The rigid-rotor/harmonic-oscillator approximation was used with the 

CAMVIB/CAMISO programs
32-34

 to calculate the KIEs for the 
12

C/
13

C substitution in 

carbon dioxide at 298 K. In order to obtain averaged values, from the 1 ns long 

QM/MM MD simulation with the system restrained to remain in the TS region, one 

configuration was taken every 100 ps, resulting in 10 TS structures. On the other hand, 

we also carried out 1 ns long QM/MM MD simulation with the system at the reactant 

state region and 10 reactant state stuctures were saved. For each structure, we performed 

QM/MM relaxation of the geometry to either a local minimum or saddle-point and at 

each stationary structure we computed the QM/MM Hessian in the presence of the 

environment effect using the core subset of atoms equivalent to the QM region (MTh, 

51 atoms). The QM region was described by the M06/6-31+G* method for the QM/MM 

localization and characterization of the stationary structures. In order to perform 

DFT/MM calculations we used a combination of Dynamo/Gaussian09 programs.
26,35,36
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3. Results and Discussion 

Figure 2 shows the free energy profile obtained for the decarboxylation reaction as a 

function of the C6-C7 distance. The activation free energy, corrected for the zero point 

energy contribution (-1.8 kcal·mol
-1

), is 22.1 kcal·mol
-1

, close to the value derived from 

the experimental rate constant. For the reverse reaction we found that the equilibrium 

process is not barrierles. According to our simulations the free energy barrier for the 

attack of carbon dioxide on the enamine from the free energy plateau found at D(C6-

C7) = 4 Å is 16.4 kcal·mol
-1

, including a zero point energy contribution of 1.2 kcal·mol
-

1
. Obviously, the barrier for the backward reaction is reduced, and the rate constant 

increased, if we consider as starting point of the reaction the carbon dioxide and the 

enamine in closer contact, but our equilibrium simulations did not show any free energy 

minimum or plateau at distances smaller than 3-4 Å. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Potential of mean force for the decarboxylation of MTh. 

 

 

In addition to the agreement with the experimental data, we confirmed the quality of our 

energy function (eq. 2) comparing the results obtained with the set of 10 different TS 

structures located at the M06/MM level (see the previous section). First, the averaged 

C6-C7 distance for these M06/MM TS structures is 2.15 ± 0.06 Å, in excellent 

agreement with the position of the maximum of the PMF (2.14 Å). Secondly, for the 

M06/MM energy barriers determined after tracing the minimum energy reaction paths 

we observed that the mean unsigned error provided by our energy function was 2.6 

kcal·mol
-1

, while the error at the AM1/MM level was 12.4 kcal·mol
-1
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After obtaining the PMF we investigated dynamical effects of the solvent on the 

reaction process to elucidate if solvent molecules could trap the reaction fragments at 

contact distances during a significant fraction of time. The rare-event simulations 

carried out from the transition state in the forward and backward directions were used to 

quantify barrier recrossings through the calculation of the transmission coefficient. This 

was obtained by means of the ‘reactive flux formulation’ (eq. 3).
31

 As seen in Figure 3, 

65 fs after the passage over the top of the barrier, the transmission coefficient arrives to 

a plateau value of 0.51, which means that the fate of the reaction is completely 

determined after this period and no backward trajectories are observed afterwards. The 

standard deviation of the measured transmission coefficient is 0.04, showing the 

convergence of the average over the set of trajectories. Deviation of the transmission 

coefficient from unity is an indication of solvent’s influence on reaction dynamics. It 

must be stressed that the transmission coefficient can be translated into an increase of 

the free energy barrier of only 0.4 kcal·mol
-1

 (at 298 K). Thus, the equilibrium picture, 

based on the use of the C6-C7 distance as the reaction coordinate, provides a reasonable 

estimation of the free energy profile and the free energy barrier, although the rate 

constants would be overestimated by a factor of 2. Using equation 1 we can now 

provide our best estimate of k1 and k-1 rate constants, which are 2·10
-4

 and 3 s
-1

 

respectively, 
37

  in excellent agreement with the experimental estimation of k1.  

 

 

 

 

 

 

 

 

 

 

Figure 3. Time evolution of the transmission coefficient for the decarboxylation 

reaction of MTh. Time defines the evolution of the reaction passing through the 

transition state at t=0. 
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The information obtained from the time-evolution of the transmission coefficient can be 

combined with the atomistic description obtained from the reactive trajectories 

presented in Figure 4 to have a more detailed view of the reaction process. The average 

evolution of the C6-C7 distance and the total charge on carbon dioxide are plotted 

versus the reaction time. In this plot t=0 (where t designates time) corresponds to the 

passage over the transition state from negative times (reactant state) to positive times 

(product state). It is interesting to notice that at t=65 fs, since when no backwards 

trajectories were observed, the C6-C7 distances is about 2.8 Å. Thus, even at close 

contact distances between the carbon dioxide and enamine, the reaction to reformulate 

MTh from the product fragments is not a fast or barrierless process (see Figure 2). The 

free energy barrier is large enough to prevent any solvent effect favoring the reverse 

process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Averaged time evolution of the C6-C7 distance (blue) and the charge on the 

CO2 leaving group (black) along reactive trajectories.  
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enamine fragment. Figure 5 presents the time evolution of the electrostatic potential 

created by the solvent molecules on the oxygen atoms of the carboxylate group. 

Desolvation of this group is here reflected in the diminution of the potential created by 

the solvent. At the reactants state the potential is positive, as expected for a reaction 

field around a negatively charged group. Water molecules in equilibrium with the 

carboxylate group are oriented in such a way that stabilize the negative charge. In the 

products state, where the CO2 is neutral, this potential is almost zero. It can be clearly 

observed that the variation in the electrostatic potential, this is in the arrangement of 

water molecules around the carboxylate group, clearly starts well before the passage of 

the system over the TS. The slower rotational and translational motions of water 

molecules must then precede the stretching along the reaction coordinate. This solvent 

participation in the reaction process is the origin of the recrossings observed in Figure 3.  

 

 

 

 

 

 

 

 

 

 

Figure 5. Averaged time evolution of the electrostatic potential created by the solvent 

on the oxygen atoms of the carboxylate group along reactive trajectories. Note that the 

changes begin significantly before to the passage of the system over the TS (t=0). 

 

We finally monitored the diffusion of the formed carbon dioxide by means of the time 

evolution of the distances between the centers of mass of the two reaction fragments. 

Figure 6 plots this distance versus the square root of time, being t=0 the passage over 

the barrier top. This figure shows that for small times the relative motion of carbon 

dioxide and enamine is governed by chemical forces but for t > 1ps the distance 

-20

0

20

40

60

80

-1000 -500 0 500 1000

Time (fs)

E
le

c
. 
P

o
te

n
ti
a

l
(k

c
a

l·
m

o
l-1

·|
e

|-
1
)

O1

O2



13 

 

between the centers of mass is a linear function of t
1/2

, as predicted by the Einsteinian 

diffusion theory
38

 and thus the motion is essentially due to collisions with solvent 

molecules. From the linear dependence between the distance and the square root of time 

(see Figure 6) we derived a diffusion coefficient for the relative motion of the two 

fragments (that corresponds to the sum of the diffusion coefficients of the two 

fragments, DA+DB) of 0.8·10
-9

 m
2
·s

-1
, similar to the experimentally determined 

diffusion coefficient of carbon dioxide in water, 1.9·10
-9

 m
2
·s

-1
.
39

 We then estimated the 

rate constant for the diffusion process shown in Scheme 1 (kdiff) evaluating the time 

needed to separate the reaction fragments by diffusional motion up to a distance in 

which at least one water molecule could be placed between the carbon dioxide and the 

enamine, this is to separate them by ~3 Å more after bond breaking process. This 

disposition should be enough to prevent any fast rearrangement of the reaction 

fragments leading to the backward process. Using the derived diffusion coefficient we 

estimated that the lifetime of the product complex at contact distances would be of ~20 

ps and then kdiff  ≈ 5·10
10

 s
-1

. Otherwise, considering that carbon dioxide is uncharged, 

the diffusion rate constant for the product complex can be also be evaluated as:
40

  

2

BA
diff

R

DD
3k




               (4) 

where R is the contact distance between carbon dioxide and the enamine (when the 

diffusion process starts), which according to Figure 6 can be estimated to be 5 Å. 

Using then eq. (4) we obtained a value for kdiff ≈ 10
10

 s
-1

, in good agreement with the 

previous estimation considering the approximations employed. In any case, the relevant 

point here is that any of the values obtained for kdiff is much larger than the rate 

constants estimated for the chemical steps, k1 and k-1. 
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Figure 6. Averaged evolution of the distance between the centers of mass of carbon 

dioxide and enamine versus the square root of time. The results of the linear least 

squares regression for t > 1ps are also shown. 

 

 

In order to confirm that the chemical step is completely rate-detemining for the 

decarboxylation reaction, we have also calculated the kinetic isotope effects observed 

for the 
12

C/
13

C substitution in carbon dioxide at the M06/MM level. We optimized 10 

different TS and reactants structures (coordinates provided as Supporting Information, 

Table S2). From these structures, and assuming that the rate of the reaction is 

exclusively determined by k1, we obtained an averaged estimation of the kinetic isotope 

effect of 1.056±0.002 (see Supporting Information Table S3), in excellent agreement 

with the experimental estimation (1.058±0.0005)
7
 and with a previous theoretical 

estimations based on M06-2X calculations using a continuum solvent model (1.058).
10

 

The agreement obtained between different theoretical approaches (different functionals 

and different descriptions of the solvent) and the experimental value confirms that most 

probably the chemical step controls the rate of the global decarboxylation process. 

 

Implications for other decarboxylation reactions. Once seen that Einstenian law 

reasonably predicts diffusion of CO2 just after bond breaking and given the value of the 

diffusion coefficient of this molecule in aqueous solution, we can speculate that the 

diffusion rate constant would be always around 10
10

 s
-1

 for this kind of reactions at 

room temperature. Then, the only way in which diffusion could be at least partly rate-

limiting would be in the case in which k-1 becomes of the same order of magnitude. This 

would require an activation free energy for the backward process of about 2.5 kcal·mol
-1

, 

D
(C

M
s
) 

(Å
)

3

4

5

6

7

0 1 2 3

Time1/2 (ps1/2)

y = 0.69x + 4.60

R² = 0.976



15 

 

a value considerably smaller than that predicted for the enamine recombination with 

carbon dioxide. A significantly smaller barrier, of only 6.7 kcal·mol
-1 

has been 

theoretically obtained for the backward process of the orotate decarboxylation reaction 

[Gao PNAS 2000, 97, 2017-2022]. In this case, diffusion would be only about 10
3
 times 

faster than the recombination process. 

 

Interestingly, a free energy profile displaying a lower barrier for the reverse process 

would also imply a broader TS region. In such a case deviations from the equilibrium 

description of solvation effects can be much more important and smaller transmission 

coefficients could be observed. We can discuss these effects using Grote-Hynes (GH) 

theory to calculate the transmission coefficient as the ratio between the reactive 

frequency (r) and the equilibrium barrier frequency (eq) [Grote, R. F.; Hynes, J. T. J. 

Chem. Phys. 1980, 73, 2715-2732; Gertner, B. J.; Wilson, K. R.; Hynes, J. T. J. Chem. 

Phys. 1989, 90, 3537-3558] 
 

eq

r
GH

ω

ω
                                                          (5) 

with the reactive frequency r obtained via the GH equation:
 

0)(
0

22 


 dtetωωω
t

TSreqr
r              (6) 

where TS(t) is the friction kernel evaluated from the fluctuating forces acting on the 

reaction coordinate at the TS [Kim, H. J.; Hynes, J. T. J. Am. Chem. Soc. 1992, 114, 

10508-10528]. The equilibrium frequency for MTh decarboxylation (590 cm
-1

) was 

derived from the PMF presented in Figure 2 while the transition state friction kernel 

was obtained from a 100 ps MD simulation carried out at the top of the PMF.
 
 The 

resulting friction kernel is given as Supporting Information (Figure S1). For MTh 

decarboxylation this theory predicts a transmission coefficient of 0.60 ± 0.04, in very 

good agreement with the value derived from MD trajectories. Interestingly GH theory 

predicts that, for a constant friction, the transmission coefficient diminishes when the 

TS region becomes broader. Figure 7 shows the evolution of the GH transmission 

coefficient with the equilibrium frequency. Transmission coefficients below 0.1 are 

expected for equilibrium frequencies below 300 cm
-1

. For these reactions the 

equilibrium solvation picture would lead to significant overestimation of the rate 

constant. Participation of the solvent degrees of freedom in the reaction coordinate 

should not be neglected in those cases. 
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Figure 7. Evolution of GH transmission coefficient with the equilibrium frequency 

assuming a constant friction kernel obtained from simulations of MTH decarboxylation. 

 

4.  Conclusions 

According to our molecular simulations of the decarboxylation reaction of MTh the 

chemical step and not the diffusion of the reaction products is the rate limiting step even 

if dynamical solvent effects are included. Our estimation of the reaction constant of the 

forward reaction is in excellent agreement with the experimental value, while the values 

derived for the backward and diffusion processes shown that the reaction products 

cannot overwhelmingly revert to the reactant valley but instead diffuse rapidly into the 

solution following Einstein law once chemical bonding forces are no longer in action. 

Catalysis of MTh decarboxylation must not be attributed to protonation of the product 

complex prior to diffusion, but rather to the preferential stabilization of the TS, as 

already shown in previous theoretical calculations.
10

 The same conclusion about the 

origin of catalysis was reached in the case of histidine decarboxylation catalyzed by 

Histidine Decarboxylase, a PLP-dependent enzyme.
41

 Studies on the decarboxylation 

process in thiamin diphosphate dependent enzymes are currently under progress. 
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