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Hysteresis, Rectification, and Relaxation Times of
Nanofluidic Pores for Neuromorphic Circuit Applications

Juan Bisquert

Based on the emergence of iontronic fluidic components for brain-inspired
computation, the general dynamical behavior of nanopore channels is
discussed. The main memory effects of fluidic nanopores are obtained by the
combination of rectification and hysteresis. Rectification is imparted by an
intrinsic charge asymmetry that affects the ionic current across the
nanopores. It is accurately described by a background conductivity and a
higher conduction branch that is activated by a state variable. Hysteresis
produces self-crossing diagrams, in which the high current side shows
inductive hysteresis, and the low current side presents capacitive hysteresis.
These properties are well captured by measurements of impedance
spectroscopy that show the correspondent spectra in each voltage wing. The
detailed properties of hysteresis and transient response are determined by the
relaxation time of the gating variable, that is inspired in the Hodgkin-Huxley
neuron model. The classification of effects based on simple models provides a
general guidance of the prospective application of artificial nanopore channels
in neuromorphic computation according to the measurement of
complementary techniques.

1. Introduction

The proliferation of artificial intelligence (AI) and automation
gives rise to increased demand for electricity. Neuromorphic
computing systems offer substantial promise in surpassing the
constraints linked with conventional AI algorithms.[1–4] Neuro-
morphic devices strive to emulate key aspects of the brain’s struc-
ture and dynamics in order to reproduce its distinctive functional
capabilities, including robust learning and computational power.
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Physical neural networks combine mem-
ory and processing reducing significantly
the energy cost of computation, which is
a central criterion for the future develop-
ment of massive AI systems.[5] Many ap-
proaches to brain-inspired computation
systems are based on solid state mem-
ristive systems[6,7] and electrochemical
transistors.[5,8]

Alternatively, biomimetic material
devices provide the ability to replicate
diverse neuromorphic functions, en-
compassing artificial synapses, neurons,
combined into computational networks.
Ionic current rectification represents a
frequently observed occurrence in both
naturally occurring protein ion channels
and synthetic nanopores.[9] Extensive
investigation has been conducted on
these systems owing to their crucial
involvement in various physiological
processes within living organisms, such
as elucidated in the Hodgkin and Huxley

(HH) model detailing the dynamics of biological neurons.[10–14]

Fluidic and artificial solid-state nanopores and nanochannels
can function as synthetic analogs to protein ion channels
and have been customized for integration into computational
networks.[15–33]

Rectification, transient current responses, and hysteresis are
central properties for biomimetic iontronic elements. The diode-
like response of nanopores has been researched widely, us-
ing channel morphologies that produce asymmetrical electri-
cal transport.[34–44] When the scan frequency is increased, the
current changes according to the direction and velocity of
the dynamic voltage sweep scheme. This is the property of
hysteresis.[45] The use of a given device as a synapse relies on dy-
namic memory facilitated by rectification and hysteresis.[19] The
application of nanopores as spiking neurons requires in addition
negative resistance features.[17,46]

In this paper, we summarize the application of nanopore chan-
nels in neuromorphic circuits. We explain simple models that de-
scribe the dynamical rectification, hysteresis, and transient cur-
rent properties of fluidic nanopores, based on general approaches
to HH model and memristor modeling. Impedance spectroscopy
is a power tool to connect synaptical and neuron dynamics to the
device mechanisms.[47–49] We illustrate different kinetic regimes
that are well described by characteristic impedance spectra as de-
termined by voltage-dependent relaxation times. We provide a
reference structure of dynamical equations that can be adapted to

Adv. Physics Res. 2024, 2400029 2400029 (1 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH

http://www.advphysicsres.com
mailto:bisquert@uji.es
https://doi.org/10.1002/apxr.202400029
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fapxr.202400029&domain=pdf&date_stamp=2024-06-04


www.advancedsciencenews.com www.advphysicsres.com

Figure 1. a) A biological neuron receives inputs from other neurons by interconnected synapses. b) A representative threshold-switching memristor
neuron for accumulating inputs generated by different pre-neurons. Reproduced with permission.[88] Copyright 2028, IEEE.

specific situations. The interpretation of complementary types of
measurements produces an understanding of the factors control-
ling resistive switching and memristive volatility that are the es-
sential features for the integration of the elementary channels in
larger units of liquid-based operational computational networks.

2. Neuromorphic Circuits

Neuromorphic engineering aims to create artificial neural sys-
tems, such as computational arrays of synapse-connected artifi-
cial neurons, and retinomorphic vision systems.[50–52] The future
trajectory of artificial neural networks, drawing inspiration from
the human brain, entails a substantial enhancement in com-
prehending the operations of the nervous system, encompass-
ing its communication mechanisms and functionalities. Up to
date, the majority of neuromorphic circuits are built with CMOS
technologies.[53] However, the natural brain functionalities are
made of protein ionic channels and chemical signaling. Sev-
eral organic-based materials with high biological fidelity are ex-
plored for computational networks.[4,54–56] Ionic nanopores pro-
vide the opportunity for the biology-inspired neuromorphic sys-
tems based on fully liquid circuits.

The neuron serves as the fundamental unit for encoding,
transmitting, and decoding information within the brain.[11] Neu-
rons communicate via spiking signals, distinguished by their
sparse, pulsed, and frequency-modulated attributes. These spikes
originate from voltage-gated ion channels within the neuron
membrane. The basic structure of neural networks, composed
by neurons and synapses is indicated in Figure 1. Through the
coordinated action of ion channels, neurons generate sequences
of single-bit impulses known as action potentials, which are then
transmitted to adjacent neurons via synapses.[11,13] A neuron in-

tegrates the incoming signals and fires in turn if a threshold is
achieved.

2.1. Synapses

One of the most challenging aspects of emulating brain-like
computation lies in replicating biological synapses, which de-
pend on ions and the release of neurotransmitters to control re-
sponse delays.[57] The synapsis functions are essential for learn-
ing, memory, and inference in the human brain, aiding real-time
information processing and transmission. Neuronal connections
can strengthen or weaken under high- or low-frequency stimula-
tion, respectively, as they are highly sensitive to activity-induced
patterns (synaptic plasticity). These properties are outlined in
Figure 2 for halide perovskite artificial synapses.[58] The brain’s
ability to memorize and learn by spike-timing dependent plastic-
ity (STPD) is produced by neuroplasticity functions of synapses,
known as long-term potentiation and depression. These proper-
ties provide the basis for the development of artificial neurons
and synapses.[55,56]

2.2. Memristors

Memristors are highly nonlinear systems that show a change
of the electrical resistance under voltage cycling.[59–61] Mem-
ristors can be switched between two states of conductance,
with high and low resistance.[62,63] Dynamical models of mem-
ristors serve as inspiration for the description of nanoporous
fluidic channels.[64–68] The operation of a memristor as synapse
in a neural network, requires specific memory and volatility
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Figure 2. Synaptic Plasticity of Perovskite-based Artificial Synapses. A) Excitatory postsynaptic current (EPSC) according to the pulse duration from 0.1
to 1.1 s (spike amplitude: 0.65 V). B) EPSC according to the pulse voltage amplitude from 0.1 to 1.2 V (spike duration 0.5 ms). C) EPSC according to
the pulse frequency from 1.7 to 100 Hz. D) Pulse paired facilitation (PPF) index versus time interval between two successive pulses (−0.45 V, 0.05 s
duration). Inset: PPF index versus time interval between the 1st and the 10th pulse (−0.45 V, 0.05 s duration). E) Emulated EPSC plasticity using positive
pulses (0.4 V; pulse width, 0.1 s; pulse interval, 0.1 s). F) Emulated EPSC plasticity using negative pulses (−0.4 V; pulse width, 0.1 s; pulse interval, 0.1 s).
G) Implementation of STDP-like behaviors in the perovskite-based artificial synapses: the symmetric Hebbian rule (a), and the symmetric anti-Hebbian
rule (b). The blue dots demonstrate the experimental data and the pink lines are fitting to dots. The left diagram reveals pre-synaptic and post-synaptic
spikes. Synaptic plasticity of perovskite-based artificial synapses. Reproduced with permission.[58] Copyright 2020, Elsevier.

properties to establish the required STDP according to the
network operation.[59,69–72]

2.3. Networks

Spiking neural networks (SNN) operate by discrete spikes (repet-
itive action potentials), as shown in Figure 3a.[73] Many practi-
cal realizations of the computation networks rely on memristors
in crossbar arrangement as shown in Figure 3b.[74] The input is
given by the voltage in each line, and the “vector-matrix” mul-
tiplication is completed by the current collected from each line
completes by application of circuit laws. The operation of a 2 × 2
network for pattern recognition is presented in Figure 4,[75] show-
ing how the memristors combine the incoming spiking signals
to produce the required output.

3. Neuron Models

3.1. Hodgkin and Huxley Model

To emulate the physical behaviors of neurons and synaptic de-
vices, researchers leverage insights from natural systems. In the
1950s, Hodgkin and Huxley (HH) developed a model based on
a set of differential equations, laying the foundation for under-
standing neuronal behavior.[10,12–14] The electrical structure of the
HH model is shown in Figure 5. The HH model’s significant
success lies in its precise depiction of the coordinated opera-
tion of ion channels, accurately capturing the temporal dynamics
of action potentials. This model has been extended incorporat-
ing different elements of complexity for simulations of neural
systems,[13,76–80] to reach high level of fidelity to the spiking pat-
terns in biological processes.[81–83]
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Figure 3. a) SNN with two hidden layers. The input layer converts the input data into a spike train (using the temporal time-to-first-spike coding) and
sends it to the next layer. Spikes are propagated through the network and reach the output layer. The output layer computes the errors with respect to the
target firing times, and then, synaptic weights are updated using the temporal error backpropagation. (Figure 1 in[73]) b) SNN crossbar with synaptic
memristors. At the bottom is the input line from spiking neurons, that is converted in output signals (right column) toward the next neuronal layer,
according to the dynamic summation of the memristors in each row.

The HH model contains a combination of rectifying ion chan-
nels with time-delayed properties that are an essential reference
for the nanopore channel model approaches that we will discuss
later. Although there are excellent textbooks and accounts on the
time domain response properties of the HH model,[11,13,14,84] here
we survey the model components in some detail.

The structure of the model is as follows

Itot = Cm
du
dt

+ gNam3h
(
u − ENa

)
+ gK n4 (u − EK

)
+ gleak

(
u − Eleak

)

(1)

𝜏m (u) dm
dt

= meq (u) − m (2)

𝜏h (u) dh
dt

= heq (u) − h (3)

𝜏n (u) dn
dt

= neq (u) − n (4)

Equation (1) relates the current Itot and the voltage V across the
neuron wall. We use the voltage u

u = V − VR (5)

where VR = − 65 mV is the rest voltage of the membrane.
Equation (1) contains a capacitive charging with the capaci-

tance Cm of the neuron wall. The next three terms correspond
to generalized Ohm’s law where (u − Ei) is the driving force.
Each type of channel is selective to conduct one type of ion, with
conductance gNa, gK, gleak where the latter is a leak term, and the
ENa, EK, Eleak are the equilibrium potentials at which each of the
currents is balanced by ionic concentration differences across
the membrane. The current across the channel is also controlled

by gating variables m, h, n, that vary between 0 and 1 and rep-
resent sodium channel conductance activation, sodium channel
deactivation, and K channel activation respectively. The tempo-
ral evolution of these gating variables is determined by the ki-
netic relaxation Equations (2–4). The kinetic times 𝜏m, 𝜏h, 𝜏n are
a function of the voltage u, and so are the equilibrium functions
meq, heq, neq of the activation variables.

The relaxation equations of HH model in Equations (2–4) can
be written[84]

dm
dt

= 𝛼m (1 − m) − 𝛽mm (6)

dh
dt

= 𝛼h (1 − h) − 𝛽hh (7)

dn
dt

= 𝛼n (1 − n) − 𝛽nn (8)

The transfer rate coefficients 𝛼i and 𝛽 i that are voltage depen-
dent and time independent, as follows:[11,47]

𝛼m =
0.1 (25 − u)

e
25−u

10 − 1
(9)

𝛽m = 4

e
u
18

(10)

𝛼h = 0.07

e
u
20

(11)

𝛽h = 1

e
30−u

10 + 1
(12)

𝛼n =
0.01 (10 − u)

e
10−u

10 − 1
(13)
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Figure 4. a) Conceptual scheme of a spatiotemporal network which is composed of 2 Pre-neurons and 2 Postneurons. The Pre- and Post-neurons connect
to each other through 4 synapses, framing a simple spiking neural network (SNN). b) Schematic diagram of the circuit realization of the spatiotemporal
network in (a), and synaptic weights maps of the synaptic array. Neuron1 and Neuron2 are the simplified schematic diagrams of the LIF model. The
stimulus signals (voltage signals come from Channel1 and Channel2) are integrated on the synaptic array. Then the currents flowing through the synaptic
array are amplified by the amplifiers and converted into voltages to stimulate the neurons. c) Output of Neuron1 in an input sequence of Channel1 –
Channel2. d) Output of Neuron1 in an input sequence of Channel2 – Channel1. e) Output of Neuron2 in an input sequence of Channel1 – Channel2. f)
Output of Neuron2 in an input sequence of Channel2 – Channel1. Reproduced with permission.[75] Copyright 2020, Elsevier.
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Figure 5. a) Electrical structure of HH model consists on the membrane
capacitance, two voltage-gated ionic (sodium and potassium) channels
with opposite polarities, and a leak channel of constant conductivity. Re-
produced with permission.[17] Copyright 2023, American Chemical Soci-
ety.

𝛽n = 0.125

e
u
80

(14)

The equilibrium values of the gating variables yi = m, h, n have
the values

yi =
𝛼i

𝛼i + 𝛽i
(15)

These functions are shown in Figure 6a.
Based on the equilibrium values we can form the voltage de-

pendence of the stationary current, from Equation (1), and it is
shown in Figure 6b. Note the clear rectification form of the cur-
rent that intercepts the horizontal axis when the membrane volt-
age V is at the resting potential VR. Accordingly, the conductance

gdc =
dItot

du
(16)

makes a transition from a low value to a large value, as shown in
Figure 6c.

It is interesting to consider the current across each type of
channel, as shown in Figure 6d. Each current crosses the axis
at the respective equilibrium potential according to Equation (1).
The potassium current (orange line) shows a large increase above
EK, although a small spike is observed in Figure 6e. The sodium
current (blue line) shows the same spike, though larger, but the
rising positive current is suppressed by the deactivation variable
h. The dashed blue line is the current that would happen without
the deactivation effect. We remark that the sodium current has
the same polarity as the potassium current, but the hypothetical
(unblocked) sodium current is larger due to higher conductance

of the sodium channel. These features will be further explained
in Section 6.

The relaxation times in (2–4) take the form

𝜏i =
1

𝛼i + 𝛽i
(17)

They are represented in Figure 6f,g.
While HH model represents the original model system of the

squid axon, research in recent decades has produced a large class
of neuron models to represent the observations.[13] For a better
understanding of the features of the relaxation times in advanced
neuron simulation we show in Figure 7 the Reduced Tong Model
(RTM)[82] that uses activation and inactivation variables for nine
ion channels, and the Full Tong Model (FTM)[81,83] that comprises
a total of thirteen ion channels selective to Ca2

+, Na+, Cl− and
K+. Figure 8 shows the current and relaxation times of activation
processes of the fast K+ current.[85]

3.2. Emulating Neurons

There are different ways to make neurons for brain-like compu-
tation with SNN. The specific choice of neuron model type relies
on the requirements of data and type of computation.[86,87] The
main types of neurons are the following:

The event-based neurons are the simplest class of neurons, am-
ply used in most computational methods. The integrate-and-
fire (IF) model, and the modified leaky integrate and fire (LIF)
model,[75,88] provide a realization of spiking. The accumulation
of charge represents the integration function of the neuron, that
fires when a voltage threshold is reached.[86,89]

Bio-physical models are based on the standard HH
formulation[14] and its expansion to broader classes of neu-
rons with varied types of firing patterns.[13,76,77] In these models,
the electrical response is smooth as obtained by a set of nonlinear
differential equations, which capture the progression of action
potentials over time in biological cells. In this approach one can
find direct reproduction of the two-channel HH model using
different material platform devices, that achieve high biological
fidelity.[90–93] HH model contains a Hopf bifurcation causing
limit cycle sustained oscillations.[94] There is a minimum fire
frequency 𝜔0 at the bifurcation, and below this value there is no
firing at all. So, there is either rest or spiking at some minimum
frequency or higher.

Based on the structure of bifurcation, one can construct sim-
pler systems than HH based on a single channel, that produce ef-
fective spiking at 𝜔 > 𝜔0.[46,67,95,96] A range of elements is needed
for obtaining such structure in the model, including a capaci-
tance, a chemical inductor, and a negative resistance.[46]

4. Rectification in Nanopores Channels

Rectification of ionic current in nanopores is a property that
has been amply investigated.[34–40] It consists on obtaining a
much larger current in one voltage direction (forward) than in
the other one (reverse). Rectification is represented characteris-
tically in Figure 9a in which the slow curve measured at the fre-
quency 𝑓Ω = 0.01 Hz shows large conductance at positive bias
and low conductance at negative voltage. The primary cause of

Adv. Physics Res. 2024, 2400029 2400029 (6 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 6. a) Equilibrium values of the HH gating variables dependence on membrane potential u = V − VR. The resting potentials are ENa = VR +
115 mV, EK = VR − 12 mV are indicated by dots. b) Total equilibrium current. The conductances are gNa = 120, gK = 36 mS cm−2, gleak = 0.3 mS cm−2

and EL = VR + 10.6 mV. c) Total conductance. d) Equilibrium current of the sodium and potassium channels. The dashed line is the sodium current
without the effect of the deactivation variable (h = 1). The arrows indicate the direction of increasing voltage. The negative resistance feature of the
potassium current is shown on smaller scale in (e). f) Relaxation times in linear scale and g) in logarithmic scale in a wider potential range.

Adv. Physics Res. 2024, 2400029 2400029 (7 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 7. a) Suite of 𝜏 values as given for the Reduced Tong Model (RTM) family of ion channels and the corresponding activation and inactivation
variables. Note extraordinary range on logarithmic scale over six orders of magnitude from 10−1 milliseconds for the BK-channel xb variable (teal trace)
to as high as 100 s for the K+ channel variable r1 (dashed black trace). Each variation over membrane potential Vm are computed from the functional
dependencies as given in the Full Tong Model (FTM), and selected channels in the RTM version appear here as described in text. The rough threshold
for consideration of steady-state approximation partitioning the suite of these variables is at 10 ms (open circles), that is also sensitive to the range of
Vm encountered during simulation. b) Corresponding suite of 𝜏 values for the FTM but excluded mechanisms from the final RTM. Note extraordinary
range of time scales but shifted up around two orders of magnitude compared with the RTM suite. Reproduced with permission,[82] licensed under a
Creative Commons Attribution (CC BY 4.0) license.

rectification in artificial pores stems from the uneven geome-
try of the nanopore and/or the configuration of surface charges,
including their respective polarities, along the sidewalls of the
nanopore.

We also observe in Figure 9a an opening of the current-voltage
curve at higher frequencies, with associated decrease of the ef-
fective conductance, and a dependence of the amplitude of the
voltage scan in Figure 9b. These properties are of kinetic origin,
they are generally termed hysteresis and will be discussed in Sec-
tion 7.

There are many different systems and technologies to fab-
ricate rectifying nanopores.[9,34,40,43,97,98] In one type of fabrica-
tion process, the bombardment of ions through the polymer film
leads to the formation of latent ion tracks. These are converted
into asymmetric pores of conical shape by the track-etching
procedure.[99,100] The current-voltage curves of a nanoporous
membrane obtained by irradiation of polyimide foils are shown
in Figure 9. The track-etching causes the formation of carboxylate
groups that give negative charge densities on the pore surface.[101]

The interaction between the mobile electrolyte ions and the pore
fixed charges in the vicinity of the pore tip govern the current-
voltage characteristics of the membrane.[30] When the membrane
is placed in an electrochemical cell that separates two KCl solu-
tions, charge carriers accumulate in the pore tip region at positive

voltages, while the carrier concentration in this region is depleted
at negative voltages.

Figure 10 shows the nanopores made from anodic ox-
ides of alumina (Al2O3) generated from valve metals via
anodization.[44,97,102–105] In this case the pore is blocked at the bot-
tom but the ions diffuse across the barrier oxide layer. A selective
flow of ions such as potassium (K+) and chloride (Cl–) ions from
salt electrolytes across the bottom barrier of the nanopores results
in the characteristic ionic current rectification.

Another significant technology is the glass nanopores as
shown in Figure 11.[35,106–108] Figure 11a shows the depen-
dence on hysteresis on scan rate, with increasing modulation of
the conductivity. Furthermore the impedance measurements in
Figure 11b,c show the appearance of an inductor feature that has
important implications for the interpretation of hysteresis as dis-
cussed later in this paper. Note that the current in Figure 11a is
much smaller than the previous examples as it corresponds to
a single pore while the membranes in Figures 9 and 10 contain
hundreds of pores.

5. Functional Description of Rectification

There are many mechanisms of current rectification, for example
the electron barrier in a semiconductor diode.[109] Numerously

Adv. Physics Res. 2024, 2400029 2400029 (8 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 8. Activation kinetics of the fast K+ current. a) Activation curve fit
of the conductance to the Boltzmann equation. b) Current recording of
the activation and deactivation processes of the fast K+ current. The fast
outward current was generated by a 2 ms voltage step to+80 mV following
a 50 ms pre-pulse to -110 mV. The voltage was then stepped to -120 mV
to record the deactivation kinetics. c) Activation (○) and deactivation (•)
time constants determined from traces similar to the one displayed in (b).

reported experimental data on rectification of fluidic nanopores
have been described in terms of advanced models that represent
several physical features, such as geometry of the pores, charge
distribution, electrolyte concentration, and the gradient along the
pore.[41,110,111] Here we discuss a well-established general model
for the functional dependence of a rectifying ion channel that
provides the essential elements of the dynamical behavior.[112–117]

It is based on the generalized Ohm’s law formulated by HH
model,[13] combined by a voltage-gated process typical of activa-
tion and inactivation in channel gates. This approach is also used
in several solid state memristor models.[64,66,118–120]

Inspired in Equation (1), we propose a model for the stationary
current Idc as a function of voltage u in a single rectifying pore

Idc (u) =
[
gL + xeq (u)

(
gH − gL

)] (
u − E0

)
(18)

The term (u − E0) in Equation (18) is the driving force for the
current.[10,77] The term in square parenthesis is a conductance
that makes a change from a low value gL to a high value gH. This
happens when the activation function passes from xeq = 0 to xeq
= 1. This is a central property of the neuron model as shown in
Figure 6c. In our model the current in the activated state is

IA (u) = gH

(
u − E0

)
(19)

and the current in the deactivated state is

ID (u) = gL

(
u − E0

)
(20)

We adopt here the standard form of the activation variable

xeq =
1

1 + e−(u−VB)∕Vm

(21)

where VB is a threshold potential, and the voltage Vm describes
the steepness of the transition. Vm can be identified with the ther-
mal voltage in some contexts, then Equation (21) corresponds
open channel probability[114,121] with a Boltzmann distribution
that represents the fraction of active conducting channels.[37] As
an example, x can be related to the fraction of free ions in an ion
channel.[16] The logistic activation function (21) is amply used in
memristor models.[64,66,68,118–120] In general the activation func-
tion has a sigmoidal form and depends on the particular systems,
e.g. see Figure 6a.

The properties of the model are shown in Figure 12. Figure 12a
shows the stationary current-voltage curve, Figure 12b shows the
different components of the current, and Figure 12c shows the
total conductance that is obtained by Equation (16).

The model is obeyed nearly ideally by nanopore channels of the
type of Figure 9, as shown in Figure 13. The resistances measured
either by impedance spectroscopy, or by the differential of the IV
curve, show nearly constant wings at positive and low voltages.

The smooth line is the curve fit to the equation: C1+C2exp(-[(V – C3)/C4]2),
with C1 = 0.34 ± 0.03 ms, C2 = 0.92 ± 0.04 ms, C3 = −71 ± 2 mV and C4
= 59 ± 4 mV. Reproduced with permission,[85] licensed under a Creative
Commons Attribution (CC BY 4.0) license.

Adv. Physics Res. 2024, 2400029 2400029 (9 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 9. I–V curves for a multipore polyethylene terephthalate (PET) membranes membrane in 100 mM KCl solution at neutral pH, parametrically in
the electrical potential scan rate, characterized by the signal frequency fΩ = Ωs /2𝜋, obtained with a voltage amplitude 2 V. The arrows indicate the signal
time evolution. I–V curves for different signal voltage amplitudes with c = 100 mm KCl solution at a signal frequency f = 10 Hz. a) Current response (left)
to a sequence of 2 ms positive voltage pulses (right) showing a gradual conductance potentiation followed by a sequence of negative voltage pulses,
which reset the multipore membrane to the low conductance state for neutral pH. b) Same experiment except for pH = 3.3. c) Same experiment except
for pH = 2.0. In all cases, V0 = 1 V and c = 50 mm KCl. Reproduced with permission.[30] Copyright 2023, American Chemical Society.

6. The Negative Differential Resistance

The presence of a negative differential resistance in a system
imparts an intrinsic instability that plays a central role in self-
sustained oscillations.[46,122] This is a functional part of spiking
neurons.[17,46,115,123] Therefore, we comment of the conditions in
which the model of Equation (18) generates a negative resistance.
The negative resistance features of HH model have been already
remarked in Figure 6d,e.

As shown in Figure 14, when VB < E0 a negative resistance fea-
ture occurs by Equation (18). In contrast, in Figure 12 it is VB >

E0 and no negative resistance happens. The negative resistance
feature becomes large if the midpoint of the activation variable
VB is far below the intercept voltage E0. The potassium channel
in HH model contains a single activation variable, n. The nega-
tive resistance feature of Figure 6e corresponds to the interplay
of characteristic voltages as in Figure 14. The negative current
in Figure 6e is a very small feature because the equilibrium volt-
age EK is very close to the midpoint of the gating variable neq in
Figure 6a.

The sodium channel equilibrium voltage is, however, 100 mV
above the midpoint of meq in Figure 6a. Therefore the current of
the sodium channel present a large spike before the positive ris-
ing wing, as indicated in the dashed line of Figure 6d. However,
the rise of the current is suppressed by the deactivation variable
h, and the current dies off to zero. Physically this is an important
part of the HH action potential, since the sodium channel first
opens and then closes, and the potassium channel comes in later
due to the delayed relaxation time in Figure 6f.

Figure 15 shows the negative resistance effect in polymer
membrane nanopores as those of Figure 9.[37] The behavior ob-
served in Figure 15 may not be explained by Figure 14 alone. It
can be observed that the negative resistance in Figure 15 is ob-
tained by suppression of the current of the activated state, after
the normal rise starts, so that the current decreases to the inacti-
vated state at some threshold voltage. This is the same structure

of the current of the sodium channel in HH model, shown in
Figure 6d.

To describe this behavior within the context of our model we
extend Equation (18) as

Idc (u) =
[
gL + xeq (u) yeq (u)

(
gH − gL

)] (
u − E0

)
(22)

The deactivation function has the form

yeq =
1

1 + e(u−VC)∕Vm

(23)

The generation of the negative resistance by the suppression
of the raising current is shown in Figure 16. In the experimental
results of Figure 15 the inactivation mechanism yeq is caused by
the presence of F– ions in the low concentration (mM) range.[37]

7. General Characteristics of Hysteresis

As shown in Figure 9, hysteresis in current-voltage curves is well
established in nanopore rectifiers.[19,107] We consider two voltage
schemes to investigate hysteresis. In the electrochemical tech-
nique of cyclic voltammetry the voltage u is swept in the range
(− u1,u1) at a constant scan rate vs as

u = vs t (24)

Alternatively, the voltage can be swept at a constant angular
frequency Ωs and frequency fΩ = Ωs /2𝜋 as follows:

u = U0 sin
(
Ωst

)
(25)

Comparing a full cycle in both systems, the following relation-
ship holds between the velocity and the frequency:

Ωs =
𝜋vs

2u1
(26)
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Figure 10. Iontronic characterization of nanoporous anodic alumina membranes produced at different anodization regimes during the selective etching
process over time. a) Schematic depicting the structure of the membranes with a definition of their geometric features such as nanopore diameter (DP),
interpore distance (DInt), nanopore length (LP), pore wall thickness (𝜏PW), and barrier oxide layer (BOL) thickness (𝜏BOL). b) Schematic illustrating the
evolution of the oxygen–aluminum vacancy ratio along the thickness of BOL. c) Schematics describing the flow of K+ and Cl– ions across the BOL under
high and low conduction states. d) Representative J–V characteristics of the membranes produced by two-step mild anodization in sulfuric, oxalic, and
phosphoric acid electrolytes (left) and their rectification ratio (right). Reproduced with permission.[44] Copyright 2023, American Chemical Society.

We discuss the hysteresis of ionic nanopores according to a
general theory[45] that defines two types of hysteresis, capaci-
tive hysteresis and inductive hysteresis. They are summarized in
Figure 17. We consider them in turn.

7.1. Capacitive Hysteresis

The capacitance C is the charge Q to voltage V relation

Q = CV (27)

The current under voltage sweep (24) is

I =
dQ
dt

= Cvs (28)

Thus, the capacitor introduces a hysteresis transient current
in which the forward current is positive while the reverse cur-
rent is negative. Hence the hysteresis loop around the stationary
curve is clockwise, Figure 17b. As it is well known in electrochem-
istry, the capacitive current is simply proportional to the scan
rate vs.

[124]

The small signal ac impedance of the capacitor at angular fre-
quency 𝜔 is

Z = 1
i𝜔C

(29)

The basic capacitive circuit is shown in Figure 17c, and it ex-
plains the associated hysteresis behavior in Figure 17b.[45]

Adv. Physics Res. 2024, 2400029 2400029 (11 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 11. Dynamic characteristics of ion transport through conical glass
nanopores. a) Overlaid I–V curves at different scan rates in 10 mm KCl.
Cross-point potential remains at 90 mV at all scan rates. Black arrows next
to the curves indicate changes in current with increase of scan rate. Red
arrows in the inset illustrate direction of potential scan. Impedance spec-
tra taken above, below, and at the cross-point potential are plotted in the
form of Nyquist b) and Bode c) plots. Reproduced with permission.[35]

Copyright 2012, American Chemical Society.

7.2. Inductive Hysteresis

The other type of hysteresis is caused by inductive behavior. An
inductor with inductance L is described by the equation

V = L dI
dt

(30)

with the correspondent impedance

Z = i𝜔L (31)

The impedance of the basic inductive circuit is shown in
Figure 18e. The inductance in rectifying nanopores is not of elec-
tromagnetic origin but rather corresponds to a general behavior
termed the chemical inductor.[45,125] The effective capacitance of
the inductor is[125]

C∗ = − 1
𝜔2L

(32)

The inductor element is often associated to a “negative
capacitance”.[126,127] Consequently the direction of inductive hys-
teresis is reversed with respect to the capacitive hysteresis.

Figure 12. Ionic channel conduction. a) Total current-voltage. b) Compo-
nents of the current: low conductance current (green), high conductance
current (brown), and open channel probability xeq (purple). c) Total resis-
tance. Parameters: E0 = 0.2; VB = 0.5; Vm = 0.1; gL = 0.1; gH = 1.
Voltage in V and current in μA.

Figure 13. Total resistance of a multipore membrane as in Figure 9 in
KCl solution. The calculated value of Rdc obtained from impedance data
(points) compared to the differential resistance, calculated by the slope of
the steady-state current-voltage curve. The red line shows the midpoint of
the transition at V ≈ 0.2 V. Data courtesy of Patricio Ramirez.

This explains the counterclockwise inductive hysteresis loop of
Figure 17d.

However, there is a substantial difference between the two
types of hysteresis. The capacitive current is an added current,
Equation (28), that can be positive or negative. In contrast, the in-
ductive current loops in the models that we discuss here remain
roughly between two limits: A slow current, with the maximum
conductance gH, Figure 17d, and a fast current, that has a lower
conductance gL. In inductive hysteresis a forward scan at high ve-
locity reduces the current, because the slow-high current mode
is only partially activated.

Adv. Physics Res. 2024, 2400029 2400029 (12 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 14. Ionic channel conduction. a) Total current-voltage. b) Compo-
nents of the current: low conductance current (green), high conductance
current (brown), and open channel probability xeq (purple). c) Total con-
ductance. Parameters: E0 = 0.2; VB = − 0.5; Vm = 0.1; gL = 0.1; gH
= 1. Voltage in V and current in μA.

Figure 15. a) I–V curves for multipore polyimide (PI) membranes, in KI, KBr, KCl, and KF at high (100 mm) and b) low (2 mm) concentrations c) I–V
curves for NaF and KF at 100 mm and d) LiF, NaF, and KF at 2 mm. Reproduced with permission.[37] Copyright 2024, licensed under a Creative Commons
Attribution (CC BY 4.0) license.

Figure 16. Ionic channel conduction. a) Total current-voltage. b) Compo-
nents of the current: low conductance current (green), high conductance
current (brown), activation variable xeq (purple), deactivation variable yeq
(orange). c) Total conductance. Parameters: E0 = 0.2; VB = − 0.5; VC =
0.7, Vm = 0.1; gL = 0.1; gH = 1. Voltage in V and current in μA.
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Figure 17. a) Cycle of voltage sweep as Equation (25) with (1) positive (for-
ward) and (2) negative (reverse) velocities. b,d) Current-voltage curves.
The green line is the stationary current, the purple line in (d) is the very
fast scan limit, and the curved line is the current under the cycle indicated
in (a). c,e) Basic impedance spectra and the associated equivalent circuit.
The arrow indicates the direction of increasing angular frequency. (b,c)
Capacitive system. (d,e) Inductive system.

The two types of hysteresis and the associated impedance
spectra are shown in Figure 18 for a conical nanopore.[48] In
Figure 18a the nanopore response shows an inductive hysteresis
loop at the positive voltage, with the current in the positive sweep
being lower than in the negative sweep direction, corroborated
by the inductor characteristic at low frequency in the impedance
measurements, Figure 18d. Contrarily, in the negative voltage
the hysteresis loop is capacitive. The positive sweep current is
more positive than the current in the negative direction. This
last feature corresponds to the dominant capacitive impedance
in Figure 18b. We remark that these measurements confirm the
classification obtained in Figure 17.[45]

Remarkably, by changing the pH of the solution the polarity
of the nanopores can be inverted, so that the rectification and
inductive property can be switched in the voltage axis, as shown
in Figure 19a,c.[30]

7.3. Crossing or not Crossing Hysteresis Loops

A distinction of current-voltage curves that are self-crossing or
not has been remarked.[16,62] These are usually denoted bipolar
and unipolar devices. We can interpret such features using root

dynamical properties of the system, that determine the hysteresis
behavior.

Due to the transition from inductive to capacitive hysteresis,
with oppositely spinning currents, the characteristic IV curves
in Figures 9, 18, and 19, necessary cross at some point close to
the origin. This situation is found also in most of the rectifying
cylindrical pores reported.[9,35,41,106,107,128] Therefore, self-crossing
current-voltage dynamic characteristics indicate a transition from
capacitive to inductive hysteresis, or vice versa.[45,129]

Going back to Figure 18, we remark that the transformation
of the impedance spectra from capacitance to inductor at low fre-
quency, is indeed obtained when the impedance is measured in
a voltage range across the crossing point of the current-voltage
curve, when the hysteresis change occurs.[68]

However, in Figure 20 a different type is shown.[130] This is a
regular cylindrical pore, where no rectification occurs. The hys-
teresis is capacitive at both sides of voltage, hence no crossing of
the IV curve happens.[131]

8. Hysteresis in Nanopores

To obtain the hysteresis effects we extend the model of Equa-
tion (18) to include the kinetic effects. The channel conductance
activation, x, is time delayed with respect to the application of
the voltage. The reference model for this physical behavior is ob-
tained by two dominant features of the HH[10] model.

First, the blocking variable x is not a direct function of voltage,
and Equation (18) becomes

Itot (u) =
[
gL +

(
gH − gL

)
x
] (

u − E0

)
(33)

Second, the evolution of x is determined by a dynamical equa-
tion of the type (2–4), namely

𝜏k (u) dx
dt

= xeq (u) − x (34)

Therefore, in equilibrium x → xeq recovering Equation (18).
The 𝜏k(u) is the relaxation time further discussed in Section 10.

The HH-inspired model formed by Equations (33–34), is the
essential form of a chemical inductor[125] and also the typical de-
scription of a memristor.[60,67] As discussed recently,[45] models
of the type (33-34) describe well the main trends of hysteresis
summarized in Figure 17 and measured in many conducting
systems. With additional dynamical effects (including a negative
resistance) the model (33-34) can be developed to make spiking
neuron devices.[17,49]

Here we show in Figure 21 the properties of hysteresis of the
model (33-34) using a constant relaxation time 𝜏0 and a cycling
frequency fΩ = Ωs /2𝜋. At slow frequencies in panels (a, b, c)
the current-voltage follows the shape of the equilibrium curve
of Figure 12a, with some opening towards lower current (in the
positive voltage side). The separation from equilibrium is induc-
tive at positive voltage to the crossing point, that occurs at u =
E0 . The hysteresis is capacitive at negative voltages with respect
to this point, see the arrows in Figure 21c. The origin of induc-
tive and capacitive contributions to the impedance has been ex-
plained by the calculation of the equivalent circuit associated to
Equations (33–34).[68]

Adv. Physics Res. 2024, 2400029 2400029 (14 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 18. a) Current-voltage curve measured at a frequency of fΩ = 10 Hz for a multipore membrane in 100 mm KCl solution at neutral pH. The inset
shows the electrochemical cell with the membrane. b) The impedance spectra at different reverse voltages, with the corresponding bode plot of the
imaginary part of the impedance in (c). d,e) are the impedance spectra and bode plots at forward voltage. Reproduced with permission.[48] Copyright
2024, Elsevier.

Figure 21b–e show that the conductance of the positive lobe
progressively descends at larger cycling frequency, as observed
in Figure 9a. This property is a central factor to emulation of the
natural synapses that show frequency-dependent stimulation in
learning tasks.[132,133] At frequency close to 1/𝜏0, (d, e), the state
variable x is unable to reach the value 1, and the conductance can-
not arrive to the high value gH. At very high frequency, (f, g), only

the gL conduction branch (purple line) is active at both negative
and positive potentials. We can observe that hysteresis measured
by the opening of the curve disappears at these frequencies.

In summary, hysteresis is a transient effect, that increases
when the velocity or frequency of the voltage sweep increases.
The high conductance component of the current may be
lost, as the slow response of the phenomena that causes the

Adv. Physics Res. 2024, 2400029 2400029 (15 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 19. I–V curves for a multipore membrane in 50 mm KCl solution, measured at frequency f = Ωs /2𝜋 = 10 Hz. a) I–V curve for a neutral pH
solution (negatively charged pore, inset). b) I–V curve for pH = 3.3 (neutral pore, except for a small residual charge) c) I–V curve for pH = 2.0 (positively
charged pore). d) Current response (left) to a sequence of 2 ms positive voltage pulses (right) showing a gradual conductance potentiation followed by
a sequence of negative voltage pulses, which reset the multipore membrane to the low conductance state for neutral pH. e) Same experiment except for
pH = 3.3. f) Same experiment except for pH = 2.0. In all cases, V0 = 1 V and c = 50 mm KCl. Reproduced with permission.[30] Copyright 2023, American
Chemical Society.

inductive hysteresis suppresses this part with respect to the sta-
tionary response. Relative hysteresis may be reduced at high fre-
quency, as shown in Figure 21e,f.[45,134] It is important to recog-
nize that hysteresis does not require rectification, as we have il-
lustrated in Figure 20.

9. Resistive Switching

Another important property for memory and computing circuits
is resistive switching.[62,135] This property consists on the change of
the system from a high resistance state (HRS) to a low resistance
state (LRS) in a SET process. The system can be reverted to the
HRS in a RESET process, as shown in Figure 22. But before go-
ing to the RESET voltage, the system can be operated in the LRS
and maintains the property, as indicated in the processes 2–3 in
Figure 22, with a long retention time.

The resistive switching has been known for centuries and is
often caused by a phase transition, or the forming of a conduct-
ing filament in an insulator medium, that creates a nonvolatile
conduction pathway, persisting even if the forming voltage is
removed.[6,7,135] This behavior corresponds to a bistable system,
in which two distinct metastable states can exist at the same volt-
age. In fact in the normal usage of “memristor” in solid-state
devices, the phenomenon of resistive switching is understood,
and many authors reserve this denomination for devices that
show permanent, non-volatile distinct resistive states.[61] The re-

tention time of an activated state is the parameter determining
nonvolatile behaviour.[136]

In contrast to these permanent resistive changes, systems that
show only dynamic hysteresis will loose the distinction of a HRS
and a LRS if operated slowly, and they are volatile. Rectification,
as in Figure 12, and hysteresis, as in Figure 21, do not imply non-
volatile resistive switching.

To the best of my knowledge, all the artificial rectifying
nanopores reported in the literature and cited in this work
show hysteresis but not nonvolatile resistive switching; they are
volatile, with short retention times. Still, volatile memristive sys-
tems may be useful for bio-inspired computation.[137]

10. Transition Rates and Relaxation Times

In Equation (34) 𝜏k(u) is the relaxation time of the activation of the
state variable x. The relaxation time is an important feature con-
trolling the kinetic features of HH models,[11,13] as shown before
in Subsection 3.1. The relaxation time also determines the switch-
ing and volatility properties in solid-state memristors,[64,66,120] es-
tablishing the retention time of the activated state.

To investigate the physical meaning of the relaxation time we
formulate another version of the memory Equation (34). The
state variable x is regarded as a fractional occupancy of a con-
ducting state, with equilibrium form xeq as in Equation (21). The

Adv. Physics Res. 2024, 2400029 2400029 (16 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 20. Current-voltage curve of a symmetric quartz capillary with
100 μm inner diameter, and ionic liquid of 1,3-dimethylimidazole chlo-
ride salt (C5H9N2Cl) with concentration 0.5 mol L−1. The two panels in-
dicate different maximal cycling voltage, as indicated. Reproduced with
permission.[130] Copyright 2023, American Chemical Society.

dynamical equation can be presented as a standard master equa-
tion in a two-state model[84]

dx
dt

= 𝛼𝜏 (1 − x) − 𝛽𝜏x (35)

The 𝛼𝜏 and 𝛽𝜏 are the rates of creation and destruction of par-
ticles, respectively, in the available sites, as in Equations (6–8). In
equilibrium we have from (21)

xeq =
𝛼𝜏

𝛼𝜏 + 𝛽𝜏
= 1

1 + e−(u−VB)∕Vm

(36)

We obtain the detailed balance condition[109]

𝛼𝜏

𝛽𝜏
= e(u−VB)∕Vm (37)

In general, comparing Equations (35) and (34), it follows that
the relaxation time is

𝜏k (u) = 1
𝛼𝜏 + 𝛽𝜏

(38)

as indicated in Equation (17).
The transition rates can be written in terms of activation and

deactivation times, 𝜏A(u), 𝜏D(u), as follows

𝜏A (u) = 1
𝛼𝜏

(39)

𝜏D (u) = 1
𝛽𝜏

(40)

Then we have

𝜏D

𝜏A
=

xeq

1 − xeq
= e(u−VB)∕Vm (41)

𝜏A (u) =
𝜏k (u)

xeq
(42)

𝜏D (u) =
𝜏k (u)

1 − xeq
(43)

Hence Equation (35) becomes

dx
dt

=
(1 − x)
𝜏A (u)

− x
𝜏D (u)

(44)

And the full relaxation time of Equation (34) is

𝜏k (u) =
(

1
𝜏A

+ 1
𝜏D

)−1

(45)

There are many possible ways to formulate Equation (45) com-
patible with Equation (41), corresponding to the different selec-
tions of the transition rates. For example, for a constant relaxation
time model of Figure 21 one has simply 𝛼𝜏 = xeq /𝜏0.

However, we expect that nontrivial kinetics of the gating vari-
able will produce variable relaxation times. The analysis of HH
model in Figure 6f,g, Figure 7, and Figure 8 shows that realistic
relaxation times show a peaked shape, with exponential depen-
dencies at both activation and deactivation side, and tending to a
constant value at large voltages.

In solid state memristors, the electrochemical processes for
filament formation, including nucleation, charge transfer, and
mixed charge/ion drift, produces non-linear exponential voltage-
time relationship.[138] An overview of the switching dependence
on voltage in solid state memristors is shown in Figure 23 for a va-
riety of Conductive Bridging Random Access Memory (CBRAM)
devices.[139] The figure shows an exponential relationship be-
tween the time required to switch the device and the applied
pulse amplitude. The exponential form is well established in
two-terminal resistance switches based on ionic motion,[2,135,140]

corresponding to the electrochemical behavior of the switching
process.[138] The decreasing relaxation time has been observed in
halide perovskite single crystal memristors.[141]

Adv. Physics Res. 2024, 2400029 2400029 (17 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 21. Equilibrium current-voltage (brown), fast current component (purple) and hysteresis current. The cycling frequency fΩ varies as indicated.
Parameters: E0 = 0.2; VT = 0.5; VT = 0.1; gL = 0.1; gH = 1; 𝜏0 = 1. Voltage in V, current in μA, time in s, and frequency in Hz.

11. A Dynamical Model for Hysteresis in Fluidic
Nanochannels

The relaxation times of ionic nanochannels are an essential fea-
ture for the neuromorphic behavior of these systems. There
is no systematic investigation of the relaxation times of artifi-
cial nanopores channels, to my knowledge. Therefore, we build
a model based on the properties of natural ion channels and
solid-state memristors that we have reviewed in the previous
section.[66,68]

11.1. Form of the Relaxation Time

For the analysis of dynamical effects in ionic nanopores, we as-
sume the exponential form of the activation time

𝜏A = 𝜏0 e
− u−VA

nAVm (46)

with onset parameter VA and ideality factor nA. Correspondingly
the deactivation relaxation time is

𝜏D = 𝜏0 e
u−VD
nDVm (47)

Adv. Physics Res. 2024, 2400029 2400029 (18 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH

 27511200, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/apxr.202400029 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [07/06/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advphysicsres.com


www.advancedsciencenews.com www.advphysicsres.com

Figure 22. In resistive switching, the system has distinct states of con-
ductivity, a high resistance state (HRS) that can make a transition to a low
resistance state (LRS) in a SET process. Once it is in the non-volatile LRS,
the voltage can be cycled as in 2, 3 (the two green lines are the same, and
separated for ease of visualization). The system can be turned again to the
LRS in a RESET process at the complementary polarity.

with parameter VD and ideality factor nD. Note that the rise of the
state variable xeq in Equation (36) is determined by the parame-
ters VB, Vm. The consistency with the detailed balance condition
(37) requires that the following identities are satisfied

1
nA

+ 1
nD

= 1 (48)

VB =
VA

nA
+

VD

nD
(49)

The total relaxation time is

𝜏k = 𝜏0

(
e

u−VA
nAVm + e

u−VD
nDVm

)−1

(50)

The parameters nA, nD enable different slopes in the two volt-
age wings of 𝜏k, as observed experimentally in Figure 6f,g and
Figure 7. The form of the relaxation time of Equations (50) is il-
lustrated in Figure 24. Note that the transition of the gating vari-
able xeq and the maximum of the relaxation time 𝜏k occur both at
the same voltage, VB.

11.2. Switching Times

In the very origin of the conception of the HH model the tran-
sient current in response to a voltage pulse played a protago-
nist role. Hodgkin and Huxley[10] found very different forms
of short and long time behavior of transient curves: a simple ex-
ponential decay in repolarization, but a delayed increase in de-
polarization. They proposed that the potassium conductance is
proportional to a power of a variable that obeys a first-order equa-
tion, Equations (1) and (4). The transient ionic currents of bi-
ological neurons have been amply investigated to elucidate the
origin of spiking effects.[11,13] Figure 25 shows that the analysis
of current-voltage curves and voltage-clamp transients enables to
determine spiking and bursting patterns in neurons.[142] Some
studies show that the transients are useful to investigate the cur-
rent gating mechanisms of nanofluidic channels.[143]

We investigate the response of the rectifying nanopore to a volt-
age step from V0 to V0 +ΔV. The time dependent applied voltage
is

Vapp (t) = V0 + ΔV 𝜃
(
t − t0

)
(51)

in terms of the unit step function. We calculate the transient
current by the Equations (33), (34), and (50). We also consider

Figure 23. Switching time versus pulse amplitude of several CBRAM devices. Reproduced with permission.[139] Copyright 2017, Springer Nature.
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Figure 24. The relaxation time and the equilibrium state variable xeq. The blue line is 𝜏A, the orange line is 𝜏D, and the dashed line is 𝜏k. At the right is
shown in semilog representation. Parameters Vm = 0.1, VB = 0.2, VA = 0.6, VD = − 0.2, nA = nD = 2, 𝜏0 = 0.5 ms.

Figure 25. A: a region of negative conductance in the I-V curve is neither necessary nor sufficient for bursting. B: slow oscillatory potentials in the
absence of sodium do not necessarily discriminate between fast and slow negative conductances. The Plant R15 Aplysia model exhibits slow oscillatory
potential under blockade of sodium channels both in tonic (top) and burst (bottom) modes. Reproduced with permission.[142] Copyright 2017, American
Physiological Society.
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Figure 26. Voltage switching response of the model. a) Current-voltage response with respect to internal (u) and total (Vapp) voltage. b) Relaxation time
and gating variable. c) Current transients. The orange and green lines indicate internal current[gL + x(gH − gL)]u. The magenta line is the final equilibrium
current. The arrows indicate the progression of fast and slow components. d) Internal variable. e) Evolution of the transients in current-voltage curve.
(f) Normalized current dependence on time. Parameters gL = 0.1, gH = 1, gs = 5, Cm = 0.05, Vm = 0.2, VB = − 0.1, VA = 0.1, VD = − 0.3,

nA = nD = 2, 𝜏0 = 1. Time in ms, current in μA.

a series resistance with a conductance gs, so that the applied
voltage is divided as

Vapp = Itot∕gs + u (52)

We include a capacitive current added to (33) due to the
nanoporous membrane static capacitance,

Icap = Cm
du
dt

(53)

The results of the transients are shown in Figure 26.
Figure 26a,b shows the current-voltage and the relaxation time of
the model. Figure 26c shows the transient current from V0 = 0 to
two different final voltage values. Here we represent the internal
current [gL + x(gH − gL)]u. The current shows two domains: a very
rapid initial rise (purple arrow), and a subsequent slower rise (red
arrow) to the final equilibrium value imposed by the voltage. The
two domains are well separated in the IV plane in Figure 26e. The
first rapid rise, corresponds to a fast linear increase of the voltage
in IV plane, and includes the capacitive peak discussed later. In

Adv. Physics Res. 2024, 2400029 2400029 (21 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 27. Voltage switching response of the model. a) Current-voltage response with respect to internal (u) and total (Vapp) voltage. b) Current tran-
sients. The blue line is the total current and the orange line indicates internal current [gL + x(gH − gL)]u. The magenta line is the final equilibrium current.
c) Evolution of the transients in current-voltage curve for case (b). d) Transient current for positive and negative voltage pulses. Parameters gL = 0.1,
gH = 1, gs = 1, Cm = 0.01, Vm = 0.2, VB = − 0.1, VA = 0.1, VD = − 0.3, nA = nD = 2, 𝜏0 = 1. Time in ms, current in μA.

this time lapse the current is due to the initial value of the gat-
ing variable that exists at the starting voltage, x0 = xeq (V0), that is
observed in Figure 26d, with a partial conductance [gL + x0(gH −
gL)]. Then the x increases until it reaches equilibrium. This nearly
exponential domain is governed by the relaxation time at the tar-
get voltage V0 + ΔV. That is why equilibration is much faster at
larger voltage.

To better observe the exponential dependence, we plot in
Figure 26f the remaining current

ic (t) = Idc

(
V0 + ΔV

)
− Itot (t) (54)

We remark that the current Itot increases exponentially, accord-
ing to the value of the relaxation time. This observation provides

a method to determine experimentally the relaxation time depen-
dence on the voltage.[14] We can also observe in Figure 6d that the
return to the initial current upon disconnection is much longer
than the rise, due to the longer relaxation time at Vapp = 0.

A popular approach to memristors modeling uses a split
of Equation (44) in two simpler separate equations, one for
the activation and one for the deactivation side of the voltage
axis.[66,120,144–146] This piecewise structure of the model should be
applied with care, since a large error is produced if using only 𝜏A
or 𝜏D in the central domain of voltage in Figure 24a.

Now we consider the full transient response to the step volt-
age of Equation (51), including the capacitive current due to
the constant capacitance Cm. The total current is shown in blue
line in Figure 27, and the main feature with respect to the

Adv. Physics Res. 2024, 2400029 2400029 (22 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 28. a) Equivalent circuit with conductances gs, ga, gb, capacitance Cm and inductor La, indicating the distribution of the applied potential. b, c)
Impedance spectra of the model at different stationary voltages. Parameters VA = 0.3, VD = − 0.4, Vm = 0.1, nA = 1.5, nD = 2, gL = 0.1, gH
= 1, 𝜏0 = 1, Cm = 0.001. Reproduced with permission.[68] Copyright 2024, Royal Society of Chemistry.[68]

orange line in Figure 26 is the initial spike when the voltage is
connected.

The analysis of the transient is facilitated by the equivalent cir-
cuit for small ac impedance of the model, that has been derived
in ref. [68] and is shown in Figure 28a. The starting current spike
in Figure 27b is due to the applied voltage being located in the se-
ries resistance (as the capacitor Cm is discharged), therefore the
starting current is given by the product ΔVgs. Then the capaci-
tor is charged and the voltage u increases in the active circuit.
The current raises, due to the chemical inductor mechanism, as
discussed in Figure 26c. The general pattern is therefore a combi-
nation of capacitive (decreasing) current with characteristic time

𝜏s =
Cm

gs
(55)

and inductive (increasing) current with time constant

𝜏k = ga La (56)

Here the inductor relaxation time 𝜏k is that given in Equa-
tion (45).[68]

When the voltage is disconnected in Figure 27b the capacitive
peak becomes inverted, since the capacitor is initially charged.
These trends have been described for synaptic applications[118]

and will be further discussed in the next section.
In Figure 27d shows the transient behavior when the applied

voltage is inverted, first with a positive and then a negative pulse.
This pattern is used in cycles of potentiation and depression of
synapses, see Figure 19d. The current under the positive volt-
age step has been already discussed. Under a subsequent negative
voltage the current after the initial spike shows a decrease, which

is the opposite of the inductor behavior. This in fact observed ex-
perimentally for the negative voltage pulses in Figure 19d.

This behavior indicates that the model of Figure 28a generates
a variable capacitance, in addition to the Cm element in Figure 28a.
This remark is confirmed by the calculation of the impedance
Za = g−1

a + i𝜔La of the branch (ga, La). The effective capacitance
is given by the expression[68]

Ca (𝜔) = 1
i𝜔 Za

=
ga

−𝜏k𝜔
2 + i𝜔

(57)

Therefore

Re
(
Ca

)
= −

ga𝜏t

1 + 𝜏2
k𝜔

2
(58)

When ga > 0 the system generates the negative capacitance ef-
fect associated to the chemical inductor, that is found at positive
voltage.[126,127,147–154] The elements gb and (ga, La) generate the or-
ange line in Figure 26. However, when V < 0 it is ga < 0 and the
chemical inductor model produces a positive low frequency capac-
itance. These properties are confirmed by the impedance spectra
shown in Figure 28b,c. There is a high frequency capacitive arc
due to Cm at all voltages. But at low frequencies the behaviour
changes from a positive to a negative arc as the voltage changes
from negative to positive. These features of the model describe
well the experimental observations reported in Figure 18.

11.3. Hysteresis Effects

The properties of hysteresis of rectifying nanopores have been
shown in Figure 9. There are two experimental parameters deter-
mining the curves, the sweep frequency and voltage amplitude.

Adv. Physics Res. 2024, 2400029 2400029 (23 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 29. Stable hysteresis current-voltage loops, x-variable loops, and relaxation times (purple), at different values of cycling frequency fΩ and amplitude
U0. gL is the low conductivity line, and gH the high conduction branch. Parameters gL = 0.1, gH = 1, Vm = 0.1, 𝜏0 = 0.5, nA = nD = 2. a–d) VB =
0.5, VA = 1, VD = 0. e,f) VB = 0.3, VA = 0.6, VD = 0. Time in ms, frequency in kHz, current in μA.

The forms of the loops with respect to frequency are already ex-
plained by the model of Figure 21, that uses a constant relaxation
time. However, the model with the voltage-dependent relaxation
time, formed by Equations (33), (34), (50), namely

Itot (u) =
[
gL +

(
gH − gL

)
x
] (

u − E0

)
(59)

𝜏k (u) dx
dt

= xeq (u) − x (60)

𝜏k = 𝜏0

(
e

u−VA
nAVm + e

u−VD
nDVm

)−1

(61)

can explain additional detailed hysteresis properties, and also the
synaptical potentiation as discussed later.

We show in Figure 29 the hysteresis features of the model.
Figure 29a,b show the decrease of conductance at higher
frequency, as explained before and observed in Figure 9a.
Figure 29c,d shows that if we cut the voltage at a lower U0 am-
plitude, the onset of the high current state is consequently di-
minished, as in Figure 9b.[90] Figure 29e,f show the effect of the
decrease of the relaxation time at positive potential. When 𝜏k be-
comes small at V ≈ VA, the hysteresis effect disappears, and the
current is reversible and ohmic at high voltage, following the gH
line. Then the hysteresis is not affected by the maximum ampli-
tude of cycling U0. This feature is also observed in the negative
voltage side of all the cases.

To better analyze this property of the capacitive side, we show
in Figure 30 a set of parameters where gL > gH. The rectification
property is inverted, and the high branch occurs at the negative
voltages (as in Figures 10 and 19c). Hence in the positive voltage

Adv. Physics Res. 2024, 2400029 2400029 (24 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 30. a) Stationary current-voltage curve and b–e) stable hysteresis current-voltage loops, x-variable loops, and relaxation times (grey), at different
values of cycling frequency fΩ and amplitude U0. gL is the low conductivity line, and gH the high conduction branch. Parameters gL = 1, gH = 1/10,

Vm = 0.1, VB = 0, VA = 0.5, VD = − 0.5, 𝜏0 = 0.1, nA = nD = 2. Time in ms, frequency in kHz, current in μA.

Figure 31. Capacitive model with constant relaxation time 𝜏0. Hysteresis loops at U0 = 1.5, fΩ = 0.1 . a) current-voltage and b) p variable. Parameters
gL = 0.1, E0 = 0, Vm = 0.1, VB = 0, 𝜏0 = 1, pm = 0.5, Q0 = 1. Time in ms, frequency in kHz, current in μA.

Adv. Physics Res. 2024, 2400029 2400029 (25 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH
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Figure 32. Spiking capacitive Rb+ currents through subnanometer-porous hexagonal boron nitride. a) Pore structure, the corresponding PMF curve for
Rb+ ions, and the simulated ionic current as a function of simulated time and b) the corresponding Lissajous curve for U0 = 0.45 V and fΩ = 10 MHz.
Reproduced with permission.[131] Copyright 2024, American Chemical Society.

Figure 33. Stable hysteresis current-voltage loops, x-variable loops, and
relaxation times (grey), at cycling frequency fΩ and amplitude U0. gL is the
low conductivity line, and gH the high conduction branch. Parameters gL
= 0.1, gH = 1, Vm = 0.1, 𝜏0 = 1, 𝜏M = 1, nA = nD = 2. VBx = 0.5,
VB𝜏 = 0, VA = 1, VD = − 1. Time in ms, frequency in kHz, current in
μA.

side of Figure 30b,d we observe fully the capacitive hysteresis, in
which the forward current decreases at some point, according to
the frequency and the cycling voltage.

11.4. Capacitive Model

For further insight to the capacitive behavior of Figure 30, we
recall that fully capacitive, symmetric, non-crossing loops have
been reported as shown in Figure 20. This is not described by
the model of Equation (33), that contains a gating voltage. We
propose a different approach by the following equations

Itot (u) = gL

(
u − E0

)
+ Q0

dp
dt

(62)

𝜏k (u)
dp
dt

= peq (u) − p (63)

peq =
1

1 + e−(u−VB)∕Vm

− pm (64)

The model is shown in Figure 31. The dc conduction is sim-
ply ohmic with a single conductance gL. The state variable p is a
polarization variable, and the equilibrium value peq is fully anti-
symmetric with respect to voltage for pm = 0.5. As required the
capacitive term dp/dt with total charge Q0 produces non-crossing
and symmetric capacitive hysteresis loops. These basic properties
are well reproduced in Figure 32 that shows the detailed molec-
ular dynamics simulation of dynamically biased nanofluidic sys-
tems by transport through arrays of graphene-embedded crown
pores.[131]

11.5. General Relaxation Time

In the model of Figures 24 and 29, the transition of xeq from 0 to
1, and the maximum of the relaxation time, occur at the same

Adv. Physics Res. 2024, 2400029 2400029 (26 of 34) © 2024 The Author(s). Advanced Physics Research published by Wiley-VCH GmbH

 27511200, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/apxr.202400029 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [07/06/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.advphysicsres.com


www.advancedsciencenews.com www.advphysicsres.com

Figure 34. Nanochannel as a synapse and its performance in neural network recognition tasks. a) The analog weight change of nanochannel synapses
when a SET pulse train (4 V, 0.5 s, N = 80) followed by a RESET pulse train (−10 V, 0.5 s, N = 80) are imposed on the nanochannel system. Long
term potentiation (LTP) and depression (LTD). The dark green dots show the measured conductance after each programmed pulse. b) Endurance: the
conductance of the nanofluidic device as a function of the cycle number. c) Retention: three typical states, i.e., an HRS (black line), an LRS (red line), and a
midresistance state (blue line), measured every 2 min. d) Schematic diagram of a CNN comprising feature extraction and classification for a handwritten
digit-recognition task. Both the convolutional kernels in the feature extraction unit and the connections in the classification unit are simulated by our
nanochannel synapses. e) The simulated recognition accuracy as a function of the training time. The black line shows results using the ideal analog
behavior of the synapses, whereas the blue and red lines are the results with and without consideration of the device variation. Inset plots show that the
accuracy reaches a steady state in the three different situations after 800 iterations. Reproduced with permission.[22] Copyright 2019, American Chemical
Society.

voltage, VB. The activation and deactivation of the hysteresis
loops by the reduction of the 𝜏k occur approximately equally at
both sides of the center VB. We now propose a more general
model in which the transition of xeq occurs at VBx while the peak
of the relaxation time is at a voltage VB𝜏 , both parameters being
different. In addition, we introduce a cutoff value 𝜏M to the re-
laxation time, associated to the maximum velocity of the kinetic
relaxation process.

The complete model is formed by the equations.

Itot (u) =
[
gL +

(
gH − gL

)
x
] (

u − E0

)
(65)

𝜏k (u) dx
dt

= xeq (u) − x (66)

xeq =
1

1 + e−(u−VBx)∕Vm

(67)

1
𝜏k

= 1
𝜏M

+ 1
𝜏0

(
e

u−VA
nAVm + e

− u−VD
nDVm

)
(68)

1
nA

+ 1
nD

= 1 (69)

VB𝜏 =
VA

nA
+

VD

nD
(70)

Figure 33 shows the new properties, with respect to Figure 29,
in which the reset process at negative voltage can occur far from
the activation voltage VBx of the gating variable. These properties
are of outmost significance for the operation of neuromorphic
circuits.[155] The region where 𝜏k is high in Figure 33, determines
the voltage range where the written ON state persists. The value
of 𝜏k in this region, indicates the retention time, and establishes
the volatile operation time.

12. Neuromorphic Applications

The general properties and objectives of neuromorphic circuits
have been summarized in Sections 2 and 3. Now we consider the
progress reported so far using nanopore ionic channels, and the
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Figure 35. A. a) The positive electric field E drives poly-l-lysine (PLL) molecules out of the channel, inducing resistance decreases as an “open” state. b)
Negative E forces the PLL molecules to penetrate into the channel overcoming the entropy barriers, resulting in resistance increases as a “closed” state.
The negative charge at the wall of the Angstrom channel represents the surface charge. B. The I–V curves at positive bias voltage in various scanning
frequencies with 10 mm KCl solution at pH = 5.0. C. Emulation of synaptic functions in our nanofluidic system. (a) Scheme of a biological synapse.
(b) The current amplitude increases as a number of spikes with VA = 10 V; however, it remained constant with VA = 2.5 V. c) The current recording
with paired-pulse potentiation in various time intervals (Δt) of pulses. d) The factor PPF exponentially decreases as the time interval of pulses. e) The
learning-experience behavior of our nanofluidic artificial synapse system. The synaptic weight change increases and saturated after ≈15 potentiation
spikes, while it still remained at a certain value and “learned” faster in the next potentiation cycles. All measurements were measured in 10 mm KCl
solution with pH = 5.0. Reproduced with permission.[25] Copyright 2023, American Chemical Society.

insights about the experimental results that can be obtained us-
ing a phenomenological model that connects the hysteresis and
transient behaviors.

For the forming a computational network based on ionic chan-
nels, as shown in Figure 34d,[22] several factors are to be consid-
ered. The elements need to have the synaptical response;[19] they
must be combined into functional circuits; and neuron elements
are required for obtaining SNN. We consider these elements in
turn.

12.1. Rectifying-Inductive Pores for Synapses

For establishing the operation of a neural network, conductance
modulation of the synaptic elements is required. This property
is achieved by potentiation and depression at successive voltage

pulses, as shown in Figure 34a.[22,156] Looking at the current fea-
tures more closely in Figure 35C(b–c),[25] we find the increase of
current (or conductance) at positive pulses, and the decrease at
negative pulses. These characteristic patterns can be seen more
clearly in Figure 19d.

The current response to a voltage pulse can be understood
with reference to Figure 27b. It is formed by an initial capacitive
spike, and the subsequent gradual increase due to the inductor
functionality. The inductor, generally represented by the model
with two conductance states and a gating variable, is therefore
the fundamental property for potentiation behavior. As we have
mentioned earlier, the inductive property is readily revealed by
impedance spectroscopy measurement, see Figures 11, 18 and
28.

Upon reversal of the voltage sign (negative voltage pulses) in
Figure 19d, the current decreases in successive pulses. As we
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Figure 36. A. Microfluidic memristors with different spacing of electrodes: a) 1 mm, b) 2 mm, and c) 5 mm, the corresponding cycle number and
durability of HRS and LRS with different electrode distances. B. Three modes of gap times between each adjacent set of stimuli: (a) constant, (b)
shrinking, and (c) growing gap, respectively, with a pulse amplitude of 0.6 V including 20 stimuli each set.[158] Reproduced with permission,[158] licensed
under a Creative Commons Attribution (CC BY 4.0) license.

have commented in Figure 27d, here the voltage is in a capacitive
domain, thus the current cannot increase. Note in Figure 19f that
the potentiation (increasing current) occurs at negative voltage,
since the high current has been voltage-inverted in this sample.
We also remark that the current increases from one pulse to the
other. The synaptic behavior of pore channels is fully described
in a separate publication.[157]

12.2. Capacitive Pores

As we have commented in several examples, capacitive pores
without rectification and without self crossing have also been
described, Figure 20 and Figure 32. Another example is shown
in Figure 36A. We observe that the hysteresis curves have the
general shape of Figure 31, although for longer pores (b,c) the
capacitive property is lost at high voltage and the current be-
comes ohmic, as in Figure 30b. This observation indicates that
the system of Figure 36 contains a voltage-dependent relaxation
time. Since the system is fully capacitive, the transient currents
in Figure 36B do not increase, but decrease with time.

12.3. Connection of Memristors toward Networks

The combination of nanopore channels has been used to propose
neural networks arrangements[22,33,155,159] and logic function cir-

cuits that perform elementary computations.[90] The utilization
of nanofluidic devices for these applications is shown in Figure
37.[90]

The operational properties of these circuits are controlled by
the hysteresis, rectification, and relaxation times that result from
combining individual elements. The main properties of com-
bined operation of rectifying channels are illustrated experimen-
tally in Figures 38 and 39.[31] The memristors in series sim-
ply duplicate the original function, Figure 38a. But when con-
nected in opposite polarities, Figure 38b, the capacitive wing
of each pore dominates. The systems becomes fully capacitive,
without self-crossing, and no potentiation of the conductivity
occurs.[31]

The parallel combination in opposite polarity, Figure 39b,
makes the high current wing dominate at each side, in conse-
quence there is potentiation of the conductance at both positive
and negative voltages, Figure 39d. At small potential the system in
Figure 39b retains the capacitive property intrinsic to the chemi-
cal inductor,[68] therefore the system is doubly self-crossing.

12.4. Neurons

As commented in Section 3.2., there are different ways to make
spiking elements, or neurons, for spiking networks that em-
ulate the operation of the brain. The LIF is a capacitor that
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Figure 37. Nanofluidic logic. a) Circuit schematic. Two “highly asymmetric channels” HACs are connected in parallel with a variable resistor set to 6 MΩ.
The working electrodes of each device are connected to the channels of a source-measurement unit. The shared ground electrode of the two cells is
connected to the resistor. b) IMP truth table. The first two columns (P and Q) represent input states, and the neighboring P’ and Q’ columns are the
corresponding outputs of the implement the material implication gate. A Greek letter is allocated to each one of the logic cases. c) Illustration of the
working principle of conditional switching implementing the non-trivial cases of the IMP truth table: left, the 𝛼 case and right, the 𝛽 case. The effective
voltage VQ applied to the Q-switch is sufficient to reach the charge threshold of the Q device within the pulse duration when P is in the 0 state (𝛼 case)
and insufficient when P is in the 1 state (𝛽 case). d) Applied voltage and measured current for each logic case on both Q and P lines (Devices B and
C, 1 m KCl). The measured pulses before the operation (with grey background) give the IMP table inputs and the ones after the operation provide the
outputs. The Q-line current during operation reaches the threshold in the 𝛼 case, indicated by an abrupt increase. e) Read current relative variations of
the Q-line for the 𝛼 case (rose background, P = 0) and 𝛽 case, (blue background, P = 1). f) Read currents normalized by their respective minimum
value in the 𝛼 case both devices. The transition between the range corresponding to state 0 (blue background) and state 1 (rose background) occurs
when the conductance of the corresponding device increases by at least 40% relative to its minimum value. Reproduced with permission,[90] licensed
under a Creative Commons Attribution (CC BY 4.0) license.

discharges at some threshold. Bio-physical elements reproduce
the sustained oscillations of the natural neurons. There is an
ample variety of oscillating systems that contain a Hopf bifurca-
tion. All of them share the combination of capacitive, inductive,
and negative resistance elements.[46] A model of single oscillat-
ing ionic pore has been suggested by including activation and
deactivation variables.[17] Some authors have developed oscilla-
tory devices with electrochemical materials with properties that
approach the HH neuron model, thus requiring three channels
in parallel.[91,92] The combination of ionic pores has also been de-
veloped for this purpose.[15,16] In Ref. [16] the significance of the
relaxation time has been well recognized. These models usually
employ two rectifying channels in opposite polarities, and effec-
tive spiking is demonstrated in model calculations. We remark
that the connection of inverted pores can mimic the HH neu-
ron close to u = 0 in Figure 6f. However, Figure 6d,e show that
both sodium and potassium channels have the large current side
at positive voltage. The difference of current signs of Na and K
channels is due to the suppression of the sodium current at an
early stage, before it can turn upwards. The system discovered by
P. Ramirez and co-workers in Figure 15,[37] using a single recti-
fying pore channel that is chemically deactivated, shows a close

fidelity to the negative resistance feature of the neuronal sodium
channel.

13. Conclusion

We developed general models describing the dominant dynam-
ical response of rectifying nanopores, inspired by Hodgkin-
Huxley neuron models and some solid state memristor models.
Fluidic nanopores with an endowed charge asymmetry exhibit
rectification and hysteresis. Rectification is caused by a large di-
rectional current that is observed in only one polarity, while hys-
teresis is caused by the relaxation of the large current branch, that
can be related to the dynamics of a gating variable. These behav-
iors can be obtained in dynamic current-voltage and current-time
curves and can be classified by the type of impedance spectra.
Memristive properties are established with their connection to
hysteresis phenomena, through a comprehensive analysis con-
ducted in both the time and frequency domains. The gating vari-
able of the pore and the associated relaxation time are the central
properties determining hysteresis, transient response, synapse
volatility, and neuromorphic operation in the context of multi-
channel devices.
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Figure 38. a) I–V curve for two polymer membrane nanopores as in Figure 9 for the series arrangement with the pores in the same polarity (inset) at V0
= 4 V and fΩ = 20 Hz in a 0.1 m KCl solution (red lines). The steady-state curve (blue line) obtained at low signal frequency is also shown. b) I–V curve
for the pores in the opposite polarity, facing the bases (inset). c) G versus spike number curves for the series arrangement with the pores in the same
polarity. The sequences correspond to 2 ms positive and negative voltage pulses of amplitudes Vp = 2 V (blue curve) and 4 V (red curve). d) Conductance
G versus spike number curves for the pores in the opposite polarity. Reproduced with permission.[31] Copyright 2024, American Physical Society.

Figure 39. a) I–V curve for two polymer membrane nanopores as in Figure 9 for the parallel arrangement with the pores in the same polarity (inset) at
V0 = 4 V and fΩ = 20 Hz in a 0.1 m KCl solution (red lines). b) I–V curve for the parallel arrangement with the pores in opposite polarity (antiparallel).
The inset zooms the central loop. c) G versus spike number curves for the parallel arrangement with the pores in the same polarity. The sequences
correspond to 2 ms positive and negative voltage pulses of amplitudes Vp = 1 V (blue curve) and Vp = 2 V (red curve). d) G versus spike number curves
for the antiparallel arrangement. Reproduced with permission.[31] Copyright 2024, American Physical Society.
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