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ABSTRACT Accidents are the main hurdles for using bicycles to change our transport habits. After many
studies, there is no generally adopted solution. Two (non exclusive) approaches can be applied: one is
based on the direct detection among vehicles, usually requiring additional hardware. The other consists
of communicating through an external server which sends alerts to the concerned vehicles in real-time.
In the latter case, if smartphones are used as the only instrumentation, the adoption of the system could
be straightforward. In a previous work we validated the usage of conventional smartphones to create the
client-side of a warning system. Instead, in the current work we address the server part. Such a server has
to meet several requirements, such as being scalable (a matter not previously addressed), and able to meet
real-time constraints. To achieve our purpose, we first provide the algorithms needed to ensure scalability.
The system is composed by a dynamic pool of region servers, which controls a defined geographic area.
Then, we implemented a functional prototype of such servers; its performance has been tested under realistic
conditions to find the saturation point, after which real-time constraints are no longer guaranteed. Finally,
the saturation point has been tested along with different traffic densities. Results show that the region server
is able to track up to 15,000 simultaneous users, while the best we have found in published results are less
than 1,400 users in simulated scenarios.

INDEX TERMS Location based services, massive real-time applications, road safety, sustainable mobility.

I. INTRODUCTION
In order to reduce the ecological footprint, together with
the search for a healthier life, people are changing transport
habits, and the use of bicycles or other light vehicles
such as scooters is increasing. For instance, a city such as
Copenhagen is expected to reach half of the displacements
with these vehicles, and in general it could be said that we
are living a bicycle renaissance [1]. However, the coexistence
with cars is not always easy. In urban areas, authorities
are making clear efforts to adapt road layouts, but still the
problem exits in crossings and junctions, or parts in which all
type of vehicles share the road [2]. Cycling is a very popular
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sport, but up to this time there aremany accidents with serious
injuries and deceases in secondary roads produced mainly
to the difference of speeds and weight between bicycles and
cars. In [3] it is stated than, in 2020, 47% of the fatalities in
severe accidents correspond to vulnerable road users (VRUs),
and this figure increases up to 70% in urban areas.

Warning or alarm systems could help to alleviate this
problem. Different projects and studies have been proposed
during the past decade, but still a general solution has not been
adopted [4].

In the literature, two different approaches for a traffic alarm
system can be differentiated regarding how vehicles interact.
One set of proposals is based on direct communications
or detection between vehicles. These projects usually need
extra hardware to be installed in vehicles such as sensors
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or wireless communication equipment, with the addition of
batteries in the case of vehicles without electrical power. This
is a major inconvenient for any technology to be massively
adopted.

The other kind of solutions are based on sending data to
an external server, which can analyze the received data, and
send alarms to the concerned vehicles. Obviously the weak
point of these solutions is the response time. It must be said
that the two types of solutions are non exclusive, and they can
(and even will) be mixed [5].
Some of the projects based on an external server propose

using smartphones as the unique instrumentation, given that
they are almost ubiquitous. Thus, the adoption of such
systems would be straightforward [4]. In fact, smartphones
have several wireless communication devices (Bluetooth,
WiFi, and the cellular phone network), and a GPS interface
providing acceptable accuracy [6].

In a previous work [7] we validated the use of smartphones
communicating to a centralized server over the Internet when
relying on a 4G phone network for our traffic alarm system.
In the system, users send position messages to the server, and
they choose to receive proximity warnings of the different
type of users or vehicles. Typically, cars want to know if
VRUs are close to them, but VRUs just want to warn about
their presence. The distance to raise warnings was fixed to
150 m since, taking into account all times involved in the
system, drivers should still be able to stop their vehicles
before a possible collision.

In that work we tested the communications response time,
the accuracy of the smartphone’s GPS, and the coverage of
the 4G cellular network for urban and inter-urban routes. The
system reacted with success in different traffic scenarios and
speeds, allowing the driver enough time to pay attention to
VRUs. We tested relative speeds until 90 km/h, obtaining
communication response times of about 0.01 seconds. In this
paper we now center our attention on the server part of the
alarm system.

The server part has severe restrictions. In particular, it has
to be able to track the position of a great number of
users, to detect alarms and send them to the appropriate
users, and all tasks, including communications, have to
be performed with response times lower than one second.
To validate this part of the traffic alarm service, we provide
measures of three square regions with sides 170, 17 and
3 kms, and with different traffic densities, increasing up to
20,000 simultaneous synthetic users. Finally, we propose
an algorithm to scale-up the server by taking advantage
of the fact that users are distributed geographically. This
former part, as far as we know, has neither been addressed
in previously published works. Yet, the ability to scale-up the
server system is crucial given that, if saturation occurs, real-
time performance would be compromised. Consequently,
a load balancing technique is ineluctable.

To the best of our knowledge, there are no works that
comprehensively address such extensive areas (tens of square
kilometers) while simultaneously involving thousands of

users. Many studies typically conduct tests with a small
number of users, and only a few manage to work with several
hundreds of users at most.

The rest of the paper is organized as follows: the following
section provides an overview of relevant research works on
this topic. Then, in Section III, we detail the proposed system
architecture. Section IV details the structure and algorithms
for the server system. Afterward, in Section V, we analyze
the capacity of the server. Finally, Section VI is devoted to
present some conclusions and future developments.

II. RELATED WORK
Several projects are dedicated to VRU alarm systems, given
the number and severity of accidents inwhich these road users
are involved. These projects could be classified into those
which are based on the detection and communication between
vehicles, and those which communicate through an external
server, even if both techniques are not exclusive, as pointed
out in [8].
A detailed review of the state-of-the-art technologies

implemented in bicycles to enhance the safety of cyclists can
be found in [9]. They provide a foundation for establishing
a common language to be used in future research, aiming
to prevent confusion among the various capabilities and
levels of smart bicycles. According to the authors, advanced
technologies are rarely employed in bicycles, and most
systems are primarily based on smartphone functionality.

Many works which are based on direct detection use
Dedicated Short Range Communication (DSRC) for collision
warning systems (e.g. [10] developed an interface to connect
bicycles to the vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) systems to deliver warning messages in
hazardous situations). In [11] a platoon-based cyclists coop-
erative system is proposed, where the bikes communicate
with each other using Xbee wireless connectivity modules.
This allows cyclists to respond to a Cooperative Adaptive
Cruise Control delivered through dedicated human-machine
interfaces.

Other examples of direct interaction among vehicles and
VRU are [12], [13], and [14]. However, these approaches
usually need extra instrumentation, and they are too depen-
dent on the detection and communication conditions, such as
good line of sight, absence of obstacles for wireless beacons,
or the time to establish a wireless connection. On the other
hand, these solutions can scale-up easily thanks to their
distributed nature, and they could have a reduced response
time, conditioned to the margin of time since the conflict
detection took place.

Other projects, including ours, propose to use smartphones
as the basic instrumentation for both vehicles and VRUs, with
the benefit of the massive usage of these devices. In this
group of solutions, smartphones are used to determine and
send the position to an external server, which then detects
possible conflicts, and sends warnings to the concerned users
[4], [6], [15]. In [16] a mere explanation of what the server
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should do is presented. Other authors like [17], [18], [19],
[20], [21], and [22] perform experiments with one or two cars,
and one or two pedestrians/bikers. In [23], simulations using
ns2 are presented where a maximum of 400 cars are used with
a maximum of 1000 pedestrians; yet, the authors have not
conducted tests using a real implementation of the server.

The shared goal of all these studies is to validate the
communications and the user part of the system, aswe already
did in [7]. Nevertheless, all of them fail to study the scalability
of the system, which would be a main bottleneck in a real
implementation, where thousands, or even tens of thousands
of requests per second are potentially received.

Regarding the related work devoted to traffic warnings
based on an external server, Table 1 summarizes the
communication technology, the type of server, the number
of users, and the type of implementation used in the tests
made by different authors. It can be seen that most works
provide a proof of concept with less than ten of user,
but they do not address the problem of scalability. In our
work, we provide algorithms to scale the system in order to
cope with dynamic load. In addition, we have developed a
functional implementation of the server, and it has been tested
to detect the saturation load (which depends on the traffic
density), arriving to serve up to 15.000 simultaneous users,
respecting the real-time constraints.

TABLE 1. Summary of related works based on cooperative safety systems
using external servers. Ref stands for reference, Communications is the
type of communications system, Server is the type of server, Users is the
number of users in their tests, and Implementation is the type of
development.

In [7] we proved that such a solution is feasible for a
non-critical warning system communicating through the 4G
cellular network. In the present paper we prove that an
implementation of the server part of the traffic alarm system
can be devised so as to support thousands of users whereas
respecting the required real-time constraints. In addition, the
required algorithms to scale-up the system according to the
amount of users are provided. Even though there are several

similar projects, we have not found references focusing
on this essential part. Consequently, we have extended our
research to real-time massive applications, and we found two
scopes which could be of interest: the Internet of Things and
Massive Multiplayer Online Games.

In general, the lack of studies focused on the server
side for real-time applications in the field of the Internet
of things (IoT) is a known issue [24]. In that paper, the
authors analyse the state-of-art of data center networks and
existing platforms. These platforms, for the time being, are
devoted to web analysis, which have different requirements
than real-time IoT applications. In our case, the analysis
network will be of interest when implementing the system
as a global service, in which the load is dynamically shared
among a cloud of region servers, each one taking care of a
geographic region, and having to cooperate with immediate
neighbors.

Works such as [25], and [26] propose the reduction,
filtering or pre-processing of data generated by sensors
in order to further treat them in databases, also in the
context of IoT. In the case of real-time applications, a cloud
of edge computing nodes between the sensor cloud and
the computing cloud could react faster whereas processing
sensing data, and taking into account predictive information
sent by the computing cloud. The case of our traffic warning
system is different, as individual messages from vehicles
cannot be accumulated or reduced; notice that we do not
consider direct communication between vehicles given the
requirements and cost to establish these links.

As mentioned previously, another related field could
be that of Massive Multiplayer Online Games (MMOGs).
MMOGs usually have millions of registered players, and they
have to deal with several thousands of them concurrently.

Most of MMOGs servers achieve scalability by splitting
their virtual world into smaller worlds, which are then
managed by different servers. The main problem is that there
are overlapped areas as the players move around the world.
Different approaches have been developed to address this
issue by balancing the load among servers. Reference [27]
summarizes the two main solutions, where one of them
consists of using shards. The idea is having several copies of
the same world (called shards or instances), where each one
hosts just a subset of the players. Shards do not communicate
and, therefore, users on one instance cannot interact with
users on another instance. This workaround is only useful
for games or services that can integrate these constraints of
limited interaction. This is the solution used in thewell known
World of Warcraft game [27].
The other solution, explained in [27], consists in the

partitioning of the territory in contiguous non-overlapping
zones, where each zone server receives the position updates
of the objects within its zone, and informs players about the
modifications occurring in their proximity. The partitioning
can be done statically, which is easy to implement, although
it is inefficient because several zone servers may be
underloaded most of the time just waiting for players to
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join. For example, in the Second Life game, most regions are
empty, 30% are never visited in a six day period, and only 1%
are overloaded [28].

To mitigate this load imbalance, some works like [29]
use dynamic space partitioning to adapt the allocation
of resources according to player distribution and density
fluctuations. The space is partitioned into a large amount
of smaller parts called microcells. A computer node of the
system may take care of one or several at a time, dynamically
redistributing these microcells on the processing nodes. This
approach has the drawback of a high cost for migrating entire
zones between server nodes. In fact, what is actually made
dynamically is the load balance among server nodes, and not
the partition of space. In our proposal we apply dynamic load
balance at two levels: region servers could be divided or fused
depending on the load of the region server, and new server
regions can be created (on demand) in the underloaded server
nodes. A mixed solution is explained in [30], where also the
behavior and distribution of players over time is depicted.

In [31] a technique to integrate dynamic partitioning into
the OpenSimulator framework is presented. The system can
take dynamic decisions to add additional resources, and
reallocate regions as load (players in regions) increases.
They presented the implementation of a scalable method
comprising both an expansion and a contraction model.

For most of the cited works about MMOGs, the number
of players is used as the server load index, and the players
distribution decision is based on this index. In [32] a load
balancing scheme for distributed MMOG servers is proposed
taking into account not the number of players in a region, but
the use of the upload bandwidth of the server nodes. The goal
is to reduce the inter-server communications overhead. They
also considered issues such as the quadratic growth of the
traffic when the players are close, and the overhead due to
the interaction of players allocated in different servers.

As a conclusion, considering MMOGs, there are similari-
ties with the proposed real-time system. Some load balancing
techniques used in these game servers could be applied in our
case. However, a common practice is to replicate regions with
different sets of gamers, and obviously this is not applicable
in traffic applications, in which users are sharing a same
physical world.

In the case of real-time IoT applications, few works are
devoted to the server (or analysis) part. In this context,
a common proposal consists in pre-processing sensing data
in order to reduce the amount of messages being analyzed in
the server part. This is not applicable in the traffic context,
as all position messages must be treated independently. Also,
some works use Apache Kafka to improve scalability [33].
In our system we have reduced communication overhead to
a minimum, programming the application directly over UDP
protocol, as it is explained in [7].

III. SYSTEM ARCHITECTURE
In this section we provide an overview of the entire system
architecture. Our proposed solution is composed by vehicles

FIGURE 1. System architecture overview. Vehicles and VRUs are connected
to the cloud of region servers through smartphones and the 4G cellular
phone infrastructure. Global servers are in charge of the distribution of
users among the region servers depending on their location.

and pedestrians carrying smartphones, the cellular network
such as 3G, 4G or 5G, and a cloud service accessible via the
Internet, as shown in Fig. 1.
The system has been designed for areas with mobile phone

coverage given that the users send their position to a server
on Internet. This is the case of most of the urban areas and
main roads. The possibility of lacking phone infrastructure
has not been considered. Yet, any alternative communications
system could be adopted. In this regard, the size of the UDP
messages used, 128 bytes, should not constitute any problem.
Nevertheless, the network response time has to be tested in
order to estimate the real-time conditions as in [7].

The cloud service is composed by servers which can
take two roles: global servers and region servers. Global
servers are in charge of system coordination, in particular they
maintain the data structure of the set of region servers. They
have to know in advance the address of all region servers, and
the geographic region they cover. Users initially send their
position to one of these servers, and they eventually obtain
the region server they should work with.

Region servers provide the traffic warning system for
all vehicles which are in the geographic region under their
control. These servers will have to interact with other region
servers for vehicles close the frontier of their region. Also
they will have to interact with global servers for load balance
matters, as overloaded region servers could not guarantee the
real-time restriction of the system.

In the system, smartphones send UDP messages to the
assigned region server. In response, region servers can answer
with alarmmessages, or they can answer to positionmessages
if the smartphone asks for a connectivity confirmation.

Fig. 2 represents the different times involved in the
communications between the clients and the server. The
vehicles asking for warnings should receive an answer from
the server before sending a new position message. This
time is the position sending period, which is the GPS
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FIGURE 2. Worst case situation to receive a proximity warning: the server
receives the bike’s position update while already processing the car’s
position. The time used by the server to calculate possible alarms, tcomp,
has been highlighted in red..

period (T = 1s), and it includes sending the position, the
server’s computing time, and the response from the server.
Experimentally, we obtained response times of about 0.1 s
corresponding mostly to the communication times, as in the
experiments in [7] only two vehicles were being served.

The worst case to receive a warning happens when the
message of one of the vehicles arrives just after the message
of another close-by vehicle, for which the server is already
searching for its alarm state. Then, we can assume a worse
case scenario of 2 s (two GPS periods). Consequently,
we assume that, during 2 s, the vehicles are approaching at
a maximum of 100 km/h (for instance, a car at 80 km/h, and
a bicycle in the opposite direction at 20 km/h), which results
in a traveled distance of 55.5 m. In Fig. 2 tmes represents
the communication time for messages (to/from the vehicle),
and tcomp is the server’s computation time; such a time
involves updating the database and checking if the sender
vehicle has proximity alerts. Note that the response time
(2tmes + tcomp) has to be less than T . If the vehicles travel
faster, and given that the communication time can not be
tuned, the computation time should decrease (or alternatively
increase the alarm distance to more than 150 m).

IV. THE SERVER SYSTEM
The server system we envision is composed of two parts in
order to geographically distribute the workload: a redundant
global service and region servers.

The pool of global servers implementing the global service
is in charge of receiving the initial position message from
vehicles, and then to retrieve the region server currently
covering their location. In addition, they have to initiate
region servers, and to coordinate the load balancing strategy
of region servers.

Region servers cover a specific geographic region. They
are the base of the system, as they receive position messages
from vehicles which are traveling in their region. These
servers support most of the load, as position messages
are sent each second, as well as eventual alarms, which

FIGURE 3. Schema detailing how a part of the Earth’s surface is covered
by region servers. The structure is a quadtree where blue regions are not
covered, yellow regions are covered by servers with a reasonable load
level, green regions are covered by servers with a low load, and red
regions are covered by overloaded servers.

should be sent with a real-time restriction of also one
second.

A. THE GLOBAL SERVICE
As stated above, a pool of replicated global servers offers
the global service. Basically, these servers have two tasks:
receiving initial messages when vehicles start travelling, and
coordinating region servers.

The replicated global servers have a copy of the data
structure with all existing region servers. The set of region
servers is initially empty, and they are created when a vehicle
visits a region not yet covered by any server.

When a vehicle starts using the application, it first sends
its location to one of the pre-configured global servers. Then,
this server answers with the address of the region server
covering the client’s position.

As region servers have real-time constraints (they have to
be able to send alarms to vehicles in less than one second as
a response to position messages), a load balancing strategy
has to be implemented given the unpredictable fluctuations
of the number of connected vehicles in a region. The idea is
that region servers could be splitted or fused depending on
their load. This produces a recursive quadtree data structure.
Fig. 3 shows the evolution of geographic regions regarding
the state of the respective region server. Blue regions are not
yet covered (no region server was assigned), yellow regions
are covered by servers with reasonable load levels, and finally
green and red regions are covered with under or overloaded
servers, respectively.

The procedure which global servers will apply when
they receive an initial position message can be seen in
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Algorithm 1. This algorithm is recursive, as it enquires in the
quadtree data structure. The dimension arguments (dimLat
and dimLon) are the dimension of regions in degrees at a given
recursion level. In each recursion, these dimensions are half
of the precedent level. Initially, the maximum pre-defined
dimensions are used. The first level in the data structure is
a bidimensional array, which is supposed to cover the whole
earth surface. Many elements of this data structure will be
empty, as they are never visited by vehicles. For visited
regions, the corresponding element of the array will have a
region server or a quadtree. In this algorithm, it is assumed
that vehicles are able to determine the element of the initial
bidimensional array to which the query starts. The interac-
tions between a vehicle and both type of servers are shown in
Fig. 4.

The mentioned maximum dimensions used in the first
level of the region servers’ data structure depend on the
error, which can be assumed when calculating distance
in degrees, as explained further in Section V-A. It must
be noted that the maximum dimensions are scaled for
different ranges of latitudes, given that the same lon-
gitude degrees represent different distances for different
latitudes.

Algorithm 1 Determining the Region Server Covering a
Location
Input node A node in the quadtree data structure

storing the region servers
(lat, lon) A location on Earth in the geographic

coordinate system
dimLat Latitude dimension of the region in

degrees
dimLon Longitude dimension of the region in

degrees
Output node The node in the quadtree data structure

serving the location (lat, lon)
1: algorithm GetRegionServer(node, (lat, lon),

dimLat, dimLon)
2: y = ⌊(lat − node.lowLat)/dimLat⌋
3: x = ⌊(lon− node.lowLon)/dimLon⌋
4: if node[y][x].type is SERVER then
5: return node[y][x]
6: else if node[y][x].type is Null then
7: lat1 = node.lowLat
8: lon1 = node.lowLon
9: lat2 = lat1 + dimLat/2EndOutput

10: lon2 = lon1 + dimLon/2
11: node[y][x] = CreateRegServ((lat1, lon1),

(lat2, lon2))
12: return node[y][x]
13: else
14: return GetRegionServer(node[y][x], (lat, lon),

dimLat/2, dimLon/2)
15: end if
16: end algorithm

FIGURE 4. Message exchange sequence between a vehicle’s smartphone
and the two types of servers to start using the alarm system.

For the coordination of region servers, a load balancing
system is needed because, as mentioned, overloaded region
servers could loose real-time constraints. Thus, under region
servers demand, they can be divided (or fused) to serve
smaller (or bigger) regions. The process to split a server
(and its region) in four child nodes is shown in Algorithm 2.
Fig. 5 depicts the split-up process in four new region servers
(following the quadtree structure).

Algorithm 2 Splitting a Region Server

Input node A node to be divided in the quadtree
data structure

Output Null
1: algorithm SplitRegionServer(node)
2: dimLat = (node.upperLat − node.lowLat)
3: dimLon = (node.upperLon− node.lowLon)
4: newDimLat = dimLat/2
5: newDimLon = dimLon/2
6: serverA =

CreateRegServ((node.lowLat, node.lowLon),
(node.lowLat + newDimLat, node.lowLon+

newDimLon))
7: serverB = CreateRegServ((node.lowLat +

newDimLat, node.lowLon),
(node.upperLat, node.lowLon+ newDimLon))

8: serverC =
CreateRegServ((node.lowLat, node.lowLon+

newDimLon),
(node.lowLat + newDimLat, node.upperLon))

9: serverD = CreateRegServ((node.lowLat +

newDimLat, node.lowLon+ newDimLon),
(node.upperLat, node.upperLon))

10: node.CreateChildren(serverA, serverB, serverC ,
serverD)

11: node.DeleteServer()
12: end algorithm

To merge the four child nodes of a quadtree node it is
necessary to know the cumulative load of the respective
region servers in order to be sure that the new server will
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FIGURE 5. Messages and steps to split an overloaded region server.
In message 5 the smartphone receives the address of the new region
server if its last location belongs to the region of the new server (Region
server B).

be able to cope with the resulting load. To do this the nodes
are consulted, as it is shown in Algorithm 3. For the sake
of simplicity, a maximum load for servers is considered
(constant MERGE_THRESHOLD). Moreover, it is possible
that any of the child nodes is also a parent node itself. In that
case, a recursive call is done to check if they can also be
merged. Finally, if the merge process is feasible, the new
server in charge of the region is created (or assigned), and
its children are deleted. Fig. 6 illustrates the process to merge
four region servers.

The load definition, upon which the balancing system is
based on, could be a function of the UDP buffer used for the
application and other variables, such as the evolution of CPU
usage. In our experiments we have observed a regular growth
of this buffer when servers start being saturated. In addition,
the load function should perform an exponential moving
average (EMA), which will be continuously updated taking
care of the history of the variable to prevent an excess of
reconfigurations triggered by punctual load pics.

FIGURE 6. Messages involved in the fusion of four region servers. The
process is started by demand of Region server B based on its load. The
Global server asks region servers A to D about their load because they
are siblings nodes of B. Server A is chosen to be the new server of the
fused region. Servers B, C, and D are informed about the new server.
These servers will answer their clients for a few more seconds to notify
them about new server, and then vanish.

B. REGION SERVERS
Region servers support the heaviest part of all the system,
handling all client messages having real-time restrictions,
reason why we will focus on them in more depth.

Algorithm 3Merging the Nodes of a Quadtree Node

Input node A node in the quadtree data structure to
be merged with its other sibling region
servers.

Output load If the merge is feasible, the load sup-
ported by the newmerged region server.

1: algorithmMergeRegionServers(node)
2: dimLat = (node.upperLat − node.lowLat)
3: dimLon = (node.upperLon− node.lowLon)
4: newDimLat = dimLat · 2
5: newDimLon = dimLon · 2
6: parentNode = node.Parent()
7: load = 0
8: for n ∈ parentNode.children do
9: if n.type is SERVER then

10: load = load + n.GetLoad()
11: else
12: if n.type is not Null then
13: firstChild = n.children[0][0]
14: load = load + MergeRegionServers(firstChild)
15: end if
16: end if
17: if load >= MERGE_THRESHOLD then
18: return
19: end if
20: end for
21: newServer = CreateRegServ(

(parentNode.lowLat, parentNode.lowLon),
(parentNode.upperLat, parentNode.upperLon) )

22: parentNode.AddNewServer(newServer)
23: parentNode.DeleteChildren()
24: return load
25: end algorithm

Region servers cover a geographical area defined by
two geo-locations (the opposite left-lower and upper-right
corners). They can ask the global service for a division or
fusion depending on their workload given that, at a certain
load level, its response time could be compromised or, in the
opposite case, there is an undesirable atomization of region
servers. Toomany region servers are harmful because looking
for alarms of vehicles near the region frontiers is amore costly
procedure.

The creation of region servers and their coverage area could
be decided by a mechanic division of the region, based on
socioeconomic aspects such as the population of the area,
or it could be decided by the entities which cooperate with the
project. In the algorithms presented previously we propose a
global coverage.

To provide an idea about the amount of simultaneous
clients that a region server can reasonably take care of,
we have compared two algorithms. In the first one we
use a simple approach. In this case, all clients are stocked
in a single list. We call it list-algorithm. The algorithm
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to process a position message from a vehicle is shown
in Algorithm 4. In this algorithm we suppose that client
messages are composed by the identity of the vehicle, its
position, and a boolean value indicating if it requires alarm
notifications. The vehicleList argument is the list with all
vehicles in the region and their positions.

Algorithm 4 List-Algorithm

Input vehicleList A list of all vehicles in the server
region.

message A position message from a vehi-
cle, which includes the intention to
receive alarms.

Output alarm A boolean indicating if another vehi-
cle is within the security distance.

1: algorithm ProcessMessageList(vehicleList ,
message)

2: alarm = False
3: inserted = False
4: for v ∈ vehicleList do
5: if v == message.vehicle then
6: v.position = message.position
7: inserted = True
8: if ¬message.asksAlarm then
9: return

10: end if
11: else if message.asksAlarm &

Distance(v.position,message.position) <

securityDistance then
12: alarm = True
13: end if
14: end for
15: if ¬inserted then
16: vehicleList .Append(

(message.vehicle,message.position))
17: end if
18: return alarm
19: end algorithm

In the list-algorithm, as shown in Algorithm 4, when a
client sends its position, the list is sequentially traversed until
the vehicle is found or (if demanded) an alarm is detected.
In fact, in our implementation, for each vehicle in the list,
the distance with the current vehicle is computed only if it
asks for alarms, and if their locations are closer than the
pre-defined security distance.1

The cost of this algorithm is quadratic with the amount
of simultaneous vehicles because the list has to be passed
through for every single message of every vehicle (2(n2)).
In this algorithm, outdated information is purged for the
selected elements when looking for alarms, but also, period-
ically, a complete purge should take place as the list could

1150 meters is the security distance we determined in the communications
part of the system.

contain zombie vehicles (i.e. vehicles that are no longer
active/connected).

Algorithm 5 Cells-Algorithm

Input grid A matrix containing all cells in the
region. Each cell has a list of vehicles
visiting the cell.

message A position message from a vehicle,
including the intention to receive
alarms.

Output alarm A boolean indicating if another vehicle
is within the security distance.

1: algorithm ProcessMessageCells(grid , message)
2: celly = (message.position.lat −

grid .base_lat)/grid .step_lat
3: cellx = (message.position.lon−

grid .base_lon)/grid .step_lon
4: grid[cellx][celly].Append(

message.vehicle,message.position)
5: if message.askAlarm then
6: for x ∈ (cellx − 1, . . . , cellx + 1) do
7: for y ∈ (celly − 1, . . . , celly + 1) do
8: for v in grid[x][y] do
9: if Outdated(v.date) then
10: grid[x][y].delete(v)
11: else if v.vehicle == message.vehicle &

Distance(v.position,message.position) <

securityDistance then
12: return True
13: end if
14: end for
15: end for
16: end for
17: return False
18: else
19: return
20: end if
21: end algorithm

In the other algorithm, which we call cells-algorithm, the
region handled by the server is divided into square cells.
Each cell has a list of vehicles which are visiting its area.
As it can be seen in Algorithm 5, when a position message
arrives from a client, it is quite easy to find the respective cell
(representing a cost of 2(1)). For each dimension (latitudes
and longitudes), the coordinates in the bidimensional array
of cells are obtained by the integer division (position −

base_position)/step, where position is the position of the
vehicle, base_position is the left lower corner of the region
covered by the server, and step is the fixed width of the cells
in both dimensions, latitudes and longitudes (all these values
are in degrees).

Once the cell is found, the vehicle is added to its vehicle
list. Then, if the vehicle intends to receive alarms, the list of
that cell, and those of its eight immediate neighbor cells, are
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sequentially traversed, and the process stops when an alarm
is found.

In the cells-algorithm, the purging process is done while
looking for alarms. When outdated vehicles are found in
the lists, they are removed. It should also be emphasized
that zombie vehicles in non-visited cells do not affect the
performance.

The cost of this algorithm is quadratic with the amount
of simultaneous vehicles in a cell. If we consider a
uniform distribution of the vehicles in a square region,
the computational complexity will be 2(k2) where k =

n/c2, being c the number of cells in each dimension. This
version represents a significant improvement with respect to
the list-algorithm: however a considerable data structure is
needed. For instance, for cells of side 150 meters (i.e. the
security distance), a region of 250 × 250 km2 would need
a two-dimensional array of 1667 × 1667 items.

V. EXPERIMENTS
In this section a description of the test environment we
have used and the results we have obtained is presented.
The experiments have been conducted to compare the two
presented server algorithms, the amount of vehicles that can
be assisted, and the influence of different aspects such as the
amount of vehicles demanding alarms or the size of cells in
the cells-algorithm.

A. IMPLEMENTATION OF REGION SERVERS AND THE
TEST ENVIRONMENT
Both versions of the server have been implemented in Python
3.7.3 to simplify prototyping. Messages are received in a
main thread, and then they are processed in a different thread.
However, all is executed in only one processor at a time due to
the Python’s GIL (Global Lock Interpreter). Even if Python
is not the best choice for a high performance application, it is
enough to study the main hints of these parts of the system.

We have instrumented the code of the server to generate
an execution trace at the end of each experiment with the
parameters of our interest.

All the tests have been executed in a server with
twelve Intel Core(TM) i7-8700 CPU 3.20GHz with a RAM
of 24 Gbytes running Debian GNU/Linux 10.10. To avoid
an early overflow of the UDP buffer, we have increased it
from 208 Kbytes, which is the default value, to 64 MBytes.

IMPROVING DISTANCE COMPUTING
Calculating the distance in kilometers between two
geo-positions with latitudes and longitudes needs costly
trigonometric operations. A common method to address
this is to use the haversine formula (shown in (1) where
r = 6371 km is the mean radius of the Earth).

H ((lat1, lon1), (lat2, lon2))

= 2r sin−1
((

sin2
(
lat2 − lat1

2

)

+ cos(lat1) cos(lat2) sin2
(
lon2 − lon1

2

))1/2)
(1)

We reduce the computation time of this part by calculating
the distance in both dimensions in degrees, and then con-
verting these distances to meters given that, for rectangular
regions of the earth that are not excessively large (what we
call a cell), we can approximate the correspondence between
degrees and meters.

This procedure introduces an error, specially for longitudes
because the same degrees in longitude represents a different
distance inmeters depending on the latitude. For instance, in a
region at latitude 39.5 degrees, we have an horizontal step of
0.001744 degrees for 150 meters, and at latitude 41 degrees,
the same horizontal step in degrees represents 146.72 meters.
To distribute this error we calculate the step in degrees for
the cells’ side in the middle of the region and, in addition,
the algorithm to create region servers should limit the error
to a maximum of 5 meters. This means that the total error
between the border latitudes of the region should be less
than 10 meters. In latitudes close to 40 degrees, this makes
it possible to work with regions of about 500 km of side.
In case of a massive use of the system, regions will probably
be much smaller to support the real-time requirements. Also,
it must be noted that this error is additional to the GPS error,
which is accepted to be usually lower than 5 meters [6].
Finally, it must be noted that the calculated distances of our
interest are limited to 424meters (the worst case in which two
vehicles are in the diagonal of two cells with 150 meters of
side).

Given the lower left and upper right corners in degrees,
(Lat1,Lon1) and (Lat2,Lon2), and being side the cells’ side
in meters, the steps in degrees are initially calculated as
follows, when the region server is configured. First of all, the
dimension in meters of both sides of the region are computed,
as shown in (2) and (3) (where H () is the haversine formula).

dimlat = 1000 · H
((

Lat1,Lon1 +
Lon2 − Lon1

2

)
,(

Lat2,Lon1 +
Lon2 − Lon1

2

))
(2)

dimlon = 1000 · H
((

Lat1 +
Lat2 − Lat1

2
,Lon1

)
,(

Lat1 +
Lat2 − Lat1

2
,Lon2

))
(3)

Then the number of degrees equivalent to a meter, both in
latitude and longitude, is computed (see (4) and (5)).

steplat =
regLat2 − regLat1

dimlat
(4)

steplon =
regLon2 − regLon1

dimlon
(5)

Thus, to compute the distance in meters between two
geo-positions, (lat1, lon1) and (lat2, lon2) using the region
approximations steplat and steplon, we use the pythagoras
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formula shown in (6).

distance((lat1, lon1), (lat2, lon2))

=

√(
lat1 − lat2
steplat

)2

+

(
lon1 − lon2
steplon

)2

(6)

We have used a profiler to check the benefit of calculating
the distance between vehicles applying pythagoras in degrees
rather than using the haversine formula (through Geopy
Python module) in the cells-algorithm. In a test with
2000 clients for 300 seconds, the time to compute the
distances (around 670,000 calls) accumulated 2.341 and
109.961 execution seconds, respectively, being that our
approach represents an improvement of about 47 times.
Consequently, in the rest of the tests performed in the
paper, the pythagoras method has been used for distance
computing.

Fig. 10 (explained further in SectionV-C) shows the impact
of using both distance computing methods on the server load.

B. SYNTHETIC WORKLOAD
For the experiments, a synthetic load has been developed
in which vehicles are emulated with a random movement
inside the geographic area covered by the server. These
simulated vehicles start their motion at different random
points, and send a position message every second. After
sending its simulated position, each vehicle chooses an
increment or decrement of their next direction and speed,
and then calculate what will be its future position in the next
second. Speeds are chosen uniformly from 0 to 80 km/h.
Fig. 7 shows the starting and arrival locations (red and blue
dots respectively) of a hundred of synthetic vehicles in a
17 × 17 km2 area. They were moving for 600 seconds
covering an average distance of 6.4 km with a standard
deviation of 2.2 km.

FIGURE 7. Origin (red dots) and destination (blue dots) of 100 synthetic
vehicles traveling for 600 seconds in an area of 17 × 17 km2.

In the results presented below, except in Section V-F, all
vehicles ask for proximity alarms of all other vehicles. This is

not the expected use of the application, as probably cars want
to be alerted of the presence of VRUs, but not of other cars,
and cyclists want to communicate their position, but do not
ask for any alarm.We havemade this simplification assuming
that it represents a heavier load (worst-case scenario).

To execute the synthetic load, 28 computers have
been used, each one with four Intel Core(TM) i5-7400
CPU 3.00GHz with 15 Gbytes of RAM running Ubuntu
20.04.1. Each of these computers is able to execute up to
950 simultaneous virtual clients.

The set of computers executing the clients is connected
to the server through our university campus network,
which at the endpoints is a Fast Ethernet network (100Mbps).

C. SATURATION LOAD
We have made tests to detect the saturation load for region
servers. As the service time depends on traffic density and
the amount of vehicles, so does the saturation point. To detect
the load level which saturates the server, we have regis-
tered the time between themoment at which clients send posi-
tion messages, and the time when the server software receives
themessages (it takes themessages from the operating system
UDP buffer). When the capacity of the server is exceeded,
the percentage of messages that are older than one second
raises abruptly. It must be noted that, when the server handles
messages older than one second, the real-time restriction
fails.

The time elapsed between the instant at which a client
sends a message and the server receives it, is approximate,
as we compare the server clock when it takes a message
against the timestamp defined by the client, and the clocks
of both computers can not be exactly synchronized. This can
happen even if all computers periodically adjust their clocks
using an external time server, for instance using the Network
Time Protocol [34]. As a consequence, it is possible to obtain
negative values for this variable. However, this variable is
accurate enough to give us an idea about the saturation point
of the system.

As we have said previously, in these tests we have
incremented the UDP buffer to detect the saturation point
when messages start to be outdated, rather than when
messages are discarded due to UDP buffer overflow. It must
be noted that the tests have been done on the wired campus
network, and the number of lost messages is negligible.

Fig. 8 shows the saturation point of the list-algorithm
version of the server for square regions of sides 160, 17, and
3 km. In these tests, the regions of side 160 and 17 km saturate
with 1750 clients. The region of 3 km of side saturates
later, with 2500 clients. This latter region has a higher
traffic density and, when walking through the list, alarms are
detected with less iterations. For the amount of clients in these
tests, this time is close to zero for the cells-algorithm version.

Tests with a greater number of clients have been done
to saturate the cells-algorithm version of the server. For
the three mentioned regions (squares of sides 160, 17, and

40162 VOLUME 12, 2024



M. Perez-Francisco et al.: Scalable Server-Side Solution

FIGURE 8. Communication plus UDP buffer time for square regions of 3,
17 and 160 km of side for the list-algorithm as function of the number of
clients.

3 km), the saturation point can be seen in Fig. 9. The
saturation for the three regions takes place at 13,000 clients
with 2,88% of outdated messages, 13,500 clients with 7,2%
of outdated messages, and 15,000 clients with 3,02% of
outdated messages, respectively. Up to a certain limit of
traffic density, in which the time to serve the messages
stabilizes, increasing traffic density actually reduces the
service time, meaning that the saturation takes place at a
threshold higher than expected, hence allowing the system to
support more vehicles.

Fig. 9 shows a step where the communications time
suddenly increases by about 1 second. For a range of load, the
server can deal with a percentage of non-outdated messages
because outdated messages are just discarded. Notice that,
beyond a certain load level, the server is no longer able to
process messages, and it can just receive outdated messages.
After this point, the time in the UDP buffer starts growing
until a buffer overflow occurs.

FIGURE 9. Communication plus UDP buffer time for square regions of 3,
17 and 160 km of side for the cells-algorithm.

Fig. 10 shows the impact of using both methods (pythago-
ras and Geopy library) to compute the distance between
vehicles, as explained in Section V-A. It can be seen that,
using the haversine formula, the saturation of the server starts
even before the 3000 client threshold is reached. These tests
have been done with the cells-algorithm version of the server

with a region of 17 × 17 km2. However, when using our
proposed pythagoras formulation, the server is able to serve
up to 13,000 clients for the same region, as it can be seen in
Fig. 9.

FIGURE 10. Communication plus UDP buffer time to show the effect of
distance computing method on the saturation of the cells-algorithm
version of the server in a region of 17 × 17 km2.

In the experiments three different traffic densities have
been tested, showing that, for highers densities, slightly more
load is supported. In any case, saturation detection must be
checked independently of the traffic density. This applies for
regions in which there are unbalanced densities, as it can be
the case of a region including several urban agglomerations.
The number of users saturating the servers may change,
but the proximity of saturation events have to be detected in
any case.

D. SERVICE TIME
The service time we have measured is the time between
the start and end of the thread to process a client position
message. That is, to update the position of the client in
the data structure of the server, and to look for and notify
alarms. To check the dependence of this time and the traffic
density we have tested the service time of both algorithms
as function of the amount of clients in three square areas,
with sides of about 160, 17, and 3 km. The results of the
average service time are shown in Fig. 11, 12, and 13.
These figures show, as expected, the benefits of dividing the
region in cells and working with many reduced lists. The
list-algorithm curve (in blue) in these figures is interrupted
for the number of clients which saturates this version of the
server, given that beyond this amount of clients, there are
many outdated messages and they are not processed by the
server.

The server based on the list-algorithm is saturated around
2000 clients. When saturation is reached, each second
the server receives more messages than it can process.
Consequently, UDP buffer starts growing, and there is
more and more messages older than one second; when this
happens, real-time restrictions cannot be guaranteed. On the
other hand, the cells-algorithm version of the server largely
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FIGURE 11. Service time as function of the number of clients for a square
region of 160 km of side for both versions of the region server. The times
for the list-algorithm (in blue) are shown until saturation is reached. The
cells-algorithm is not saturated for the amount of clients in the figure.

FIGURE 12. Service time as function of the number of clients for a square
region of 17 km of side. The times for the list-algorithm (in blue) are
shown until saturation is reached. The cells-algorithm is not saturated for
the amount of clients in the figure.

FIGURE 13. Service time as function of the number of clients for a square
region of 3 km of side. The times for the list-algorithm (in blue) are
shown until saturation is reached. The cells-algorithm is not saturated for
the amount of clients in the figure.

outperforms the list-algorithm one as the list is distributed
among the cells.

Fig. 14 shows the average service time as function of
the number of clients for the cells-algorithm server, and

FIGURE 14. Service time for the cells-algorithm server as function of the
number of clients for square regions of 3, 17 and 160 km of side.

FIGURE 15. Service time for a region of 17 km of side as function of the
size of cells in the cells-algorithm. There is a line for each number of
clients, ranging from 1,000 to 9,000 clients.

for the three considered regions. For each region, only
the values before the saturation of the server are shown.
It can be seen that the service time of the cells-algorithm
version reduces progressively with the increment of vehicles,
stabilizing at around 0.05 milliseconds. This is a consequence
of the increment of traffic density, given that alarms are found
early.

E. EFFECT OF CELLS SIZE
In the cells-algorithm we have chosen the alarm distance,
150 meters, as the cells’ side. The idea was that if a cell
has more than one vehicle, it could be possible to activate
the alarm without computing the distance for the sake of
efficiency, even if it is not exact as vehicles could be on the
extremes of the diagonal of the cell. In the tests, this capability
has not been used, and it can be of interest to compare the
service time of the algorithm with different cell’s size.

Fig. 15 shows a comparison of the service time for different
sizes of cells and for different numbers of clients. The region
used in these tests is a square of 17 km of side. It can be seen
that, independently of the number of clients, the best choice
is to use the security distance for the cells’ side, even if the
previously mentioned acceleration is not applied.
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FIGURE 16. Service time as a function of the percentage of clients
demanding alarms in a square region of 160 km of side. There is a line for
each number of clients, ranging from 1,000 to 15,000 clients.

FIGURE 17. Service time as function of the percentage of clients
demanding alarms for a square region of 17 km of side. There is a line for
each number of clients, ranging from 1,000 to 15,000 clients.

FIGURE 18. Service time as function of the percentage of clients
demanding alarms for a square region of 3 km of side. There is a line for
each number of clients, ranging from 1,000 to 15,000 clients.

F. NUMBER OF VEHICLES DEMANDING ALARMS
Previous tests have been done assuming that all vehicles ask
for alarms of all other vehicles, as it seems to be the heaviest
workload (worst-case scenario). So, we have made tests with
different percentages of clients asking alarms. Vehicles who

do not ask for alarms just send position messages to warn the
other vehicles.

Fig. 16, 17 and 18 show the service time (time to handle the
messages on the data structure) for the cells-algorithm server
with different percentages of vehicles demanding alarms.
Figures correspond to regions of 160 × 160, 17 × 17 and
3 × 3 km2, respectively. In these figures a light increment of
the service time when increasing the number of vehicles ask-
ing for alarms. Thus, we conclude that in the cells-algorithm,
themain part of thework is due to themanagement of position
messages.

VI. CONCLUSION
This paper builds upon previous research to explore if a
traffic alarm system can rely on 4G cellular infrastructure
and smartphones. The prior study [7] confirmed the viability
of the communication aspect, whereas the present paper
focuses on the server component. Our proposal consists
of a cloud of coordination servers and region servers
which oversee vehicles in specific geographic areas, and
we’ve implemented two algorithms to assess real-time
constraints.

Region servers process vehicle location data, issuing
collision warnings in less than a second for those vehicles
closer than a security distance. Two server versions were
tested: one with a single list of vehicles, and another
one where the target region is divided into cells. The
cell-based version significantly outperforms the single-list
one, achieving service times below 0.1 ms, and supporting
13,000 vehicles for a region up to 25,600 km2, a value that
could be slightly increased to 15,000 vehicles when the region
was limited to 9 km2.

However, the algorithms for implementing a global
service are still to be tested. Our future work involves
evaluating response times when multiple region servers
collaborate in their borders. In that regard, we plan to
study how the load balance system affects the real-time
constraints.
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