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Abstract 
 

Detecting rainfall-induced shallow landslides in data-sparse contexts has become an 

environmental concern in recent decades and is crucial for a comprehensive landslide disaster 

management plan (CLDMP). Most of the previous works have contributed to the development of 

automated methods for detecting earthquake-triggered landslides. Despite the substantial 

contributions of researchers in this field, gaps and uncertainties still exist in developing a method 

for automatically detecting rainfall-induced shallow landslides. To address this gap, the present 

study has utilized the deep learning (DL) based U-net model for automatically detecting rainfall-

induced shallow landslides from multi-temporal, very high-resolution (VHR) PlanetScope, 

medium resolution (MR) Sentinel-2 imagery, and ALOS PALSAR-provided digital elevation 

model (DEM), collected from the years 2018, 2019, 2022, and 2023. Four different data sets have 

been prepared for this study: Dataset A, comprising red, green, blue (RGB), and near-infrared 

(NIR) bands of PlanetScope imagery; Dataset B, comprising RGB and NIR bands of PlanetScope 

imagery with the inclusion of the normalized difference vegetation index (NDVI) calculated from 

the red and NIR bands, elevation, and slope derived from DEM; Dataset C, comprising RGB and 

NIR bands of Sentinel-2 imagery; and Dataset D, comprising RGB and NIR bands of Sentinel-2 

imagery with the inclusion of NDVI, elevation, and slope. As a case study, the Chittagong Hill 

Tracts (CHT) of Bangladesh have been selected. For training the U-net model with ground truth 

data, 181 landslide polygons have been created from Google Earth Pro, which is a small set of 

ground truth data. So, the horizontal flip technique has been applied to augment the dataset, 

effectively doubling the entire dataset. Each dataset (A, B, C, and D) has been experimented with 

in 4 different trials utilizing the repeated stratified hold-out validation method so that all data is 

used as test data, to avoid biased results. Comparatively, Trials 1 and 2 contain a larger set of 

landslide training samples than Trials 3 and 4. Thus, 16 different experiments have been conducted 

in the present study. The performance of the U-net model is evaluated by precision, recall, F1 

score, loss, and accuracy metrics. It is explored from the experiment that Datasets A and B perform 

the best; however, the integration of the DEM data does not enhance the accuracy of the model. 

The datasets comprised of Sentinel-2 imagery (Datasets C and D) exhibited very poor performance 

in all trials (4) in detecting rainfall-induced shallow landslides. Among the four Trials, utilizing 

Dataset A and B, Trials 1 and 2 outperformed, indicating the necessity of using larger training 
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samples for DL model implementation. The mean precision, recall, F1 score, loss, and accuracy 

based on Trials 1 and 2 are 1, 0.625, 0.625, 0.380, and 0.999, respectively (same results found in 

both Datasets A and B). Overall, the performance of the model indicates that the U-net model can 

be used to detect rainfall-induced shallow landslides across similar geographic regions and 

temporal contexts around the world. 

Keywords: Rainfall-induced shallow landslides, PlanetScope imagery, Sentinel-2 imagery, ALOS 

PALSAR digital elevation model, Deep learning, U-net, Repeated stratified hold-out validation, 

Data-sparse context, Chittagong Hill Tracts, Bangladesh. 
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1 Introduction 

1.1 Problem Statement, Background, and Motivation 

Landslides are a geological phenomenon that occurs when the hills slopes become unstable which 

leads to the downward movement of rock, soil, and debris under the force of gravity (Varnes, 

1958). There are four main categories of landslides which are debris flow, rockfalls, rotational 

slides, and transitional slides. Different underlying factors, for example, heavy rainfall, volcanic 

activity, earthquake, human intervention act as the trigger of landslides (Paul, 2020). Landslides 

alter the terrain immediately, and also results in devastating negative impacts upon communities, 

societies, infrastructure, and environment (Ye et al., 2019).  

All over the world, a significant number of extreme landslides have been occurred in rainy season 

in the areas of mountains (Kumar et al., 2017). These rainfall-induced landslides stand as recurrent 

and catastrophic disasters, with long-lasting impacts on people's lives, livelihoods, critical 

infrastructure, and sustainable development (Mondini et al., 2023; Amatya et al., 2022). These 

dynamic events are impacted and influenced by several natural factors like topography, geology, 

soil composition, and climate. Moreover, climate change has a profound negative impact, resulting 

in more frequent and severe rainfall-induced landslides nowadays (Das and Wegmann, 2022) as it 

(climate change) has contributed to the change of the world’s hydrological cycle leading to 

remarkably heavy rainfall (Tabari et al., 2020). Therefore, it is essential to properly understand the 

mechanisms, that drives landslides, for reducing the risks associated with this disaster (Casagli et 

al., 2023). For minimizing the landslides disaster risks, it is very crucial to have a comprehensive 

disaster management plan (Thirugnanam et al., 2020).  

Landslide inventories is the main resource for the formulation of a comprehensive landslide 

disaster management plan (CLDMP). Without landslide inventories, it is impossible to landslides 

risk and hazard assessment, landslides susceptibility mapping, land use planning, and sustainable 

infrastructure development which are the components of CLDMP.  However, the mechanism of 

creating landslide inventories is not same all over the world. There are some countries, like Italy, 

USA, Poland, Austria, Norway, and so on, in the world where there are strong and dedicated teams 

or groups from specific departments under recognized institutions who only work for creating or 

collecting landslide inventories by using different means (Karimi et al., 2019; Herrera et al., 2018). 

Moreover, the characteristics of landslides are different in these areas (mostly earthquake-



14 | P a g e  
 

triggered, dry, larger size deep seated landslides, and so on) that can be even identified, from the 

satellite image or field visits, long time after the events occurrence. Normally, these are developed 

countries having no resource shortage issue to create the inventories. From these dedicated 

departments, it is possible to collect the landslide inventories data, and implement the CLDMP. 

On the other hand, there are some countries or places in the world where there is no or proper 

institutional mechanism present to collect or create landslide inventories, although they are 

recognized as landslide prone countries like Bangladesh, Myanmar, India, New Zealand, Rwanda, 

Ethiopia, Uganda, Democratic Republic of the Congo, Burundi, and so on (Meena et al., 2023; 

Rabby & Li, 2019; Monsieurs et al., 2018). Landslides in these countries are mostly rainfall-

triggered wet landslides that can be sometimes difficult to identify, from the satellite image or field 

visits, because of the presence of heavy rainfall associated with high percentage of cloud cover, 

revegetation issue, shallow seated landslides, and so on (Rabby & Li, 2019; Monsieurs et al., 

2018). Moreover, these countries have not enough resources to create the landslide inventories 

from field visits.  For these data-sparse rainfall-induced shallow landslides prone countries, there 

is a need to have an alternative option for creating landslide inventories. An automated landslides 

detection method by utilizing present available resources can be a solution for creating landslide 

inventories in these data-sparse countries to battle against the landslide disasters.  

Landslides detection which is also known as landslide inventories has become easier due to the 

recent technological advancement of remote sensing (RS) (Lu et al., 2023). In recent years, RS is 

proven as the principal investigative tools for landslides detection promptly without field visits. In 

this case, there are several techniques existed for detecting landslides by utilizing RS which are 

visual interpretation, change detection-based approaches, knowledge-based methods, machine 

learning techniques, and deep learning strategies (Novellino et al., 2024). Although, visual 

interpretation is an effective technique, it requires substantial professional expertise as well as it is 

resource-intensive (Zhang et al., 2019).  

Amatya et al. (2022) have developed a semi-automated method by modifying three change 

detection methods, based on pre- and post-satellite images collected from two different sources, to 

detect landslides in Vietnam, Laos, Myanmar, and Thailand. They have utilized Principal 

Component Analysis (PCA), Normalize Difference Vegetation Index (NDVI), and Independent 

Component Analysis (ICA) for detecting the change and thus, to detect landslides. As change 
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detection-based methods require both pre-event and post-event satellite images, which can be 

challenging to acquire promptly, especially because of the weather conditions it is very challenging 

to obtain the necessary images just after the rainfall-induced landslides have occurred (Lu et al., 

2023). Yi et al. (2023) have utilized the interferometric synthetic aperture radar (InSAR) method 

to develop a semi-automatic method to detect landslides in a part of the Qinghai–Tibet Plateau. 

Although, synthetic aperture radar (SAR) data is not affected by weather conditions, its 

applicability to detect landslides is not extensive because it usually produces lower accuracies 

(Deng et al., 2023). Many previous studies have been carried out by utilizing the knowledge-based 

methods, for instance, threshold segmentation, object-based segmentation, and image 

enhancement (Tehrani et al., 2022). However, these methods are restricted to some specific places 

because of their limited transferability. 

Machine learning (ML) has emerged as a powerful automated classification approach in recent 

decades. There are several ML methods that scholars extensively use for different purposes 

including support vector machines (SVM), random forest (RF), logistic regression (LR), Bayesian 

classifiers, and so on. For instance, Meena et al. (2022) have applied four machine-learning models 

RF, SVM, Convolutional U-net (CUN), and K-Nearest Neighbor (KNN) to develop an automated 

landslide detecting method based on satellite images collected from two different satellites. 

However, the performance of ML methods depends on the clarity of input features and requires 

rigorous data preprocessing and feature engineering (Ma et al., 2021). 

Deep learning (DL) is a cutting-edge technique that can provide reliable solutions for 

environmental issues by utilizing the RS (Abdollahi et al., 2022). The integration of DL methods 

with both object-based and pixel-based approaches addresses challenges associated with 

conventional approaches, like manual feature extraction and limited adaptability to dynamic 

environmental conditions (Chen et al., 2018). Both data-driven and automated solutions are 

possible by utilizing DL with RS, which is flexible to varied landscape and temporal scales. 

Landslides detection can be improved significantly by increasing accuracy and reliability with the 

utilization of DL approach together with the satellite imagery, thus offering a comprehensive 

perspective (Lu et al., 2020).  

There are several object-based DL methods used in landslide detection, for instance, Region-based 

Convolutional Neural Networks (R-CNN) and You Only Look Once (YOLO), however, these 
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methods usually make use of the rectangular bounding boxes in the satellite imagery to label the 

position of the landslides (Lu et al., 2023). Therefore, these object-based methods cannot detect 

the exact boundaries of landslides due to using rectangular bounding boxes for detecting 

landslides. This is regarded as a limitation of this method as it is crucial to identify the precise 

delineation of landslide boundaries for a comprehensive understanding of the landslide-affected 

areas and their associated impacts on the affected areas (Keyport et al., 2018).   

Conversely, pixel-based DL methods for landslides detection outperform object-based DL methods 

due to their characteristic, fine-grain spatial resolution and their applicability to use in varied 

landscape conditions (Wen et al., 2021). For instance, the pixel-based popular DL technique 

convolutional neural network (CNN) shows superior performance in capturing detailed variations 

in terrain automatically which is very crucial for identifying the early signs of landslides as well 

as accurate delineation of their extents (Lu et al., 2023). Feature engineering which is a manual 

intervention, labour intensive, and requires expert knowledge; now is replaced by CNNs as it can 

extract the relevant features automatically that are associated with landslides contributing to the 

advancement of RS and geospatial analysis in the field of the assessment and mitigation of natural 

hazards (Su, 2021). Thus, pixel-based methods contribute to the development of an accurate and 

robust landslide detection approach by utilizing their capability to extract, in detail, values, 

textures, and other spectral characteristics of each pixel which is a must to identify the pattern of 

the landslide’s prone pixels (in other words landslides prone areas) (Meena et al., 2023; 

Ghorbanzadeh et al., 2020). Therefore, the continuous integration of pixel-based DL methods with 

RS contributes to improving precise landslides detection. For these above-mentioned reasons, 

recently, pixel-based DL methods have emerged as the most preferred, reliable, and accurate in 

detecting landslides, especially in diverse topographic regions and varied environmental 

conditions (Meena et al., 2023). 

However, a few important things have influenced the performance of the DL models. First, an 

extensive dataset is required to detect an object using DL (Meena et al., 2023). Furthermore, spatial 

resolution is one of the most important characteristics of satellite imagery which is very crucial in 

detecting an object (Lu et al., 2023). Generally, very high resolution (VHR) imagery performs 

better than both medium resolution (MR) and low resolution (LR) imagery (Ghorbanzadeh et al., 

2022; Lin et al., 2022; Meena et al., 2021). Additionally, certain topographical variables, for 
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instance, elevation, and its derivatives including slope, aspect, and curvature, have been 

investigated in conjunction with the RS data for the enhancement of landslide detection (Prakash 

et al., 2020). Moreover, a multi-temporal dataset can generate more reliable results in detecting 

landslides (Bhuyan et al., 2023). Consequently, this study conducts an experiment encompassing 

the four aforementioned aspects. 

1.2 Research Gap 

Among the data-sparse countries prone to rainfall-induced shallow landslides, Bangladesh is one 

of them. Either government or any private organization does not keep record of the historical 

landslide inventories in Bangladesh (Ahmed et al., 2014).  Because of this creating landslide 

inventories is challenging in Bangladesh which is exacerbated by three main factors: 

• First, the manual collection of landslide inventories is excessively costly and time-

consuming (CDMP, 2012). 

• Second, the extremely hilly terrain becomes inaccessible during the heavy monsoon season 

when landslides are most likely to occur (Abedin et al., 2020). 

• Third, conflicts in the hilly areas of Bangladesh pose life-threatening risks, hindering 

traditional data collection methods (Ahmed et al., 2014). 

In light of these unique circumstances, there is an urgent need for an automated landslide inventory 

method. Remarkably, despite the significance of this issue, no study has been conducted, 

previously, in Bangladesh to detect landslide inventories using an automatic method, highlighting 

a critical gap in environmental science research. Recognizing this gap, this study selects 

Bangladesh as a case study for developing a reliable automatic method for detecting rainfall-

induced shallow landslides that incorporates advanced geotechnical and geospatial techniques to 

overcome the limitations of traditional approaches and contribute to CLDMP. 

 1.3 Objectives of this Study 

This study aims to develop an automated DL based method for detecting rainfall-induced shallow 

landslides by leveraging the RS in Bangladesh. Therefore, to achieve this goal, the following 

intermediate objectives are defined: 

a. Find the appropriate DL model for landslides detection in Bangladesh. 
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b. Select the data structure based on the previously conducted similar works in similar 

contexts. 

c. Develop the DL based model for the development of the automated method for landslides 

detection by leveraging both VHR PlanetScope and MR Sentinel-2 imagery. 

d. Experiment with both small and large number of landslides training samples to know the 

performance of the model. 

e. Evaluate the performance of the model with both VHR and MR imagery in different 

experimental samples using several statistical metrics. 

f. Find the best-performed dataset in detecting landslides in the study area. 

1.4 Importance and Contribution of this Study 
 

The development of this automated method employing the DL model for rainfall-induced shallow 

landslides detection is of paramount importance in the realm of landslide research and hazard 

mitigation. This automated approach ensures efficiency and rapid analysis of extensive datasets, 

facilitating the timely identification of shallow landslides triggered by rainfall in the study area. 

Detection of landslides is essential to create a landslide inventories. Landslide inventories are the 

main basis for risk and hazard assessment, landslides susceptibility mapping, land use planning, 

and so on. The data-sparse area where no proper institutional mechanism is present to create the 

landslide inventories needs an alternative option which consumes less time, less labour-intensive, 

cost-effective, based on the publicly available resources, and automated. Therefore, an automated 

method based on DL is a solution to this issue. 

Thus, the developed automated DL based approach for rainfall-induced shallow landslides 

contributes to make a landslide inventories. Consequently, ease the whole process of CLDMP in 

the landslides affected area with minimal effort which, ultimately, reduces the overall impacts upon 

the affected community and environment created by landslides. 

Additionally, the automated method holds promise for the development of early warning systems, 

enabling rapid evacuation and early mitigation measures to reduce potential societal and 

infrastructural impacts. Overall, the adoption of an automated DL model stands at the forefront of 

scientific advancements, in landslide detection, and in the broader domains of RS, ML, and 

geospatial analysis. By minimizing subjectivity and ensuring a standardized methodology, the 
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automated DL model contributes to consistent and reliable results across similar geographic 

regions and temporal contexts around the world. 

 

1.5 Outline of this Work 
 

Here, the research and development process has been described with a view to develop an 

automated DL based method for detecting rainfall-induced shallow landslides in Bangladesh. The 

present work can be divided into 3 broadly parts which are exploration, development and 

evaluation. Figure 1 presents the simple breakdown of the present work.   

 

Section one is the introduction section which has divided into sub-sections namely problem 

statement, background and motivation; research gap; objectives; importance and contribution, and 

outline of the study. 

Section two is the study area section describing the suitable area where this study has been 

conducted. 

 

Figure 1: Breakdown of the present work. 

 

Section three includes the methodology part that finds the suitable structure for this study from 

literature review and the main methodological design of the DL model, loss function, performance 

evaluation metrics, and data augmentation. 

Section four describes the experimental setting of this study which includes the types of data used 

in this study and how the data is used in different experiments during the implementation of the 
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DL model. This section is divided into satellite data, ground truth data, repeated stratified hold-out 

validation, and experimental setup.  

Section five is the results and discussion section that contains the experimental results, scholarly 

discussions for the selection of the best performed dataset, limitations of this study.  

Section Six is the conclusion section that includes summary, and future research focus. 
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2 Study Area 

The Chittagong Hill Districts (CHD) is the only extensive hilly region in Bangladesh prone to 

landslides, situated in the southeastern part of the country, known for its unique geographical and 

cultural features. This CHD is further divided into two parts based on the types of inhabitants 

residing there which are: i) urbanized hill districts (comprise Chittagong, and Cox’s Bazar districts) 

and Chittagong Hill Tracts (CHT) (comprises Bandarban, Khagrachari, and Rangamati districts) 

(Figure 2) (Ahmed, 2021). Mostly, Bengali, and Rohingya refugees (who came from Myanmar 

because of the ongoing genocide and violence in their country) are residing in urbanized hill 

districts, and indigenous people are living in CHT (Ahmed, 2021). The area is surrounded by Bay 

of Bengal from its south and southwestern part; Myanmar by its southeastern part; and India by its 

north and northeast (Figure 2). The total area and population of the CHD are 19,888 km2, and 

13,835,544 (including both Bengali and indigenous), respectively (BBS, 2023). According to the 

recent report made by Bangladesh Bureau of Statistics (BBS, 2023), in this area, the average 

population density is 979 per km2.  

The whole Bangladesh including the CHD is characterized by a tropical monsoon climate with 

three distinct seasons, dry (November to March), pre-monsoon (April to May), and monsoon (June 

to October). This area has an average annual monsoon (June-October) rainfall ranging from 

approximately 2540 to 3810 mm.  Undulating hills are the main feature of this area, ranging from 

the Semutang anticline with an average elevation of 80-160m to the Bandarban anticline with a 

mean elevation of 650-800m (Banglapedia, 2021). These divides the area into two distinct hilly 

ranges namely low hill (Dupi Tila and Dihing formation where the elevation is less than 300m), 

and high hill (Surma and Tipam formation where the elevation is more than 300m) ranges 

(Brammer, 2012). Moreover, this area is characterized by unconsolidated or semi-consolidated 

tertiary sedimentary rocks made of sandstone, shale, siltstone, limestones along with pebbles and 

cobbles (Alam et al., 2003; Brammer, 1986). 

Additionally, dense forest and river valleys are other common features in this extreme hilly region. 

It is essential to note that various social and natural issues are prevalent in the CHD, including land 

disputes, displacement, and environmental issues and so on which should be the subjects of 

research and development for the well-being of the local communities (Ahmed, 2021).  This unique 

geological, lithological, and geomorphological characteristics of weak lithology, steep slopes, 
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valleys together with the intense and prolonged monsoon rainfall contribute to the instability of 

the slopes that ultimately increase the risk of frequent and severe landslides (mostly debris flow 

and rock slides) in this area. Rapid deforestation and unplanned urbanization in this region have 

intensified the susceptibility of landslides in recent decades (Ahmed, 2021). For instance, on the 

13th of June 2017, landslides induced by intense rainfall resulting in a minimum of 168 fatalities 

in Rangamati, Chittagong, and Bandarban districts (Ahmed et al., 2018).  

 

Figure 2: Map showing the geographical location of the study area. 
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A significant number of families had to take shelters in different shelter houses. Up to date, the 

landslides in 2017 is recognized as the most perilous landslide disaster in the history of Bangladesh 

(Ahmed et al., 2018). Recently, in August 2023, about 55 people have lost their lives just because 

of the landslides and floods disasters in Bandarban, Rangamati, Cox’s Bazar, and Chittagong 

districts (The Hindu, 2023).  

The consequences of these rainfall-induced landslides are not limited to human casualty; however, 

these also have significant negative effects on the environment, human settlements, infrastructure, 

and agricultural lands. Therefore, to address this challenge, a CLDMP is essential, encompassing 

sustainable land-use planning, afforestation initiatives to stabilize slopes, and the implementation 

of forecasting systems. Without having the landslide inventories, it is not possible to formulate any 

comprehensive plan. Unfortunately, there is no institutional mechanism in Bangladesh to create 

the landslides inventories either manually or automatically based on the available modern 

technologies and methods. Therefore, this study aims to contribute to the development of an 

automatic rainfall-induced landslides detection method. 

Table 1: Spatiotemporal information of the satellite imagery used in this study. 

 

Number of 

image tiles 

Acquisition date 

(PlanetScope Imagery) 

Acquisition date 

(Sentinel 2 Imagery) 

 Upazila 

8 27 October 2023 20 October 2023 Alikadam 

3 23 December 2022 24 December 2022 Alikadam 

1 16 November 2018 15 November 2018 Kaptai  

4 16 November 2018 15 November 2018 Rangamati 

Sadar 

2 24 January 2019 11 January 2019 Rangamati 

Sadar 

2 8 January 2022 8 January 2022 Thanchi 

 

It is already mentioned that Chittagong, and Cox’s Bazar are the urbanized hill districts where 

rapid urbanization by cutting down hills is common (Ahmed, 2021); so, when landslides occur in 

these areas, it is difficult to differentiate the small size shallow landslides, from the surrounding 

barren areas dedicated for the development purposes, from the satellite image with both medium 



24 | P a g e  
 

and high spatial resolution (Sofi, 2022). As, this study utilized MR imagery, these urbanized hill 

districts are excluded from the area considering as a study area. Therefore, only CHT is considered 

for this present work. However, the CHT is not a small area, it is an area of 11,476.26 sq. km (BBS, 

2017). In this study, apart from MR Sentinel-2 imagery, VHR PlanetScope is also used. So, it is 

difficult to manage the cloud-free both MR and VHR imagery on the same or closer date for the 

entire the CHT. Additionally, landslides are not evenly distributed in all parts of CHT. Similarly, 

not all area is affected with the same extend. Furthermore, this study aims to use multi-temporal 

satellite data, and landslides does not occur in the same place in every year inside the CHT rather 

it occurs in different places in different years; so, data has been collected from different parts of 

CHT. Therefore, the area is selected in a tricky way based on the most recent landslides events 

occurred in the CHT. 

In 2022 and 2023 the area adjacent to the roads in Alikadam upazila is severely affected 

(bdnews24, 2023; Nafiu, 2021); Rangamati Sadar, Kawkhali and Kaptai were the most affected 

upazilas by landslides in 2017 (Sifa et al., 2020); and Thanchi is one of the severe affected upazilas 

by landslides in every year (Sofi, 2022). Therefore, 4 different upazilas from Rangamati 

(Rangamati Sadar and Kaptai upazilas) and Bandarban (Alikadam, and Thanchi upazilas) districts 

have been selected as a case study.  The number of image tile collected from each upazila is varied 

based on the available scars of landslides in those selected upazilas. There are 20 image tiles, each 

one covers an area of 4.002859 km2, have been used in the present study (Table 1). 

Table 1 demonstrates the acquisition date and the specific location from where the different image 

tiles have been extracted. In total, 11, 6, 2, and 1 image tiles have been extracted from Alikadam 

(Figure 2c), Rangamati Sadar (Figure 2a), Thanchi (Figure 2b), and Kaptai (Figure 2a) upazilas, 

respectively (Table 1). It is also presented in the Table 1 that the 20 image tiles have been extracted 

from 4 different years: 

• 2018 (5 image tiles),  

• 2019 (2 image tiles), 

• 2022 (5 image tiles), and 

• 2023 (8 image tiles).  
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3 Methodology 

3.1 Literature Review  

Scholars and researchers have been investigating to detect landslides by leveraging advanced 

geospatial techniques and RS imagery since the beginning of this decade. These days, scientists 

have emphasized on the pixel-based methods as pixel-based methods can delineate the exact 

boundaries of landslides (Lu et al., 2023; Su et al., 2021). Therefore, in this section, the studies 

which are conducted based on pixel-based DL models are discussed. In a simpler way, DL is a 

subset of ML, and ML is a subset of artificial intelligence (AI) (Figure 3). Thus, DL is an AI 

technique which simulates human brain’s processes. While, ML requires human intervention to 

learn the features from the input data for making prediction, DL learns the features automatically 

from the input data by utilizing the multi-layer neural networks, and make the prediction which 

ease to execute the complex tasks (Bengio et al., 2017). 

 

Figure 3: Relation among DL, ML, and AI. 

 

This literature only covers those studies which are conducted in those areas dominated by tropical 

or sub-tropical monsoon climate; affected by mostly rainfall-induced landslides; and the lithology 

and geology of those areas are mostly influenced by the sedimentary rocks.  A short review of the 

datasets, models used, lithology, geology, climate, and other factors, for the purpose of detecting 

landslides in different regions of the world, is presented in Table 2. Bhuyan et al. (2023) have 

proposed a DL based technique called Attention Deep Supervision Multi‑Scale U‑net model for 
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creating multi-temporal landslide inventories, they basically selected the earthquake triggered 

landslides. In this case, they have used VHR PlanetScope Imagery dated from 2009 to 2021. It is 

found in their study that the proposed model can produce reliable and very accurate multi-temporal 

landslide inventories. Meena et al. (2023) have created a global dataset of landslide inventories 

based on VHR PlanetScope imagery utilizing several DL based models like U-net, Res U-net, 

Attention U-Net, Attention Res U-Net, and Attention Deep Supervision Multi-Scale (ADSMS). 

They have experimented in 11 different countries with diverse geomorphology. In all countries, U-

net has produced the higher F1 score over other models’ indicating the most suitable DL based 

model applicable for any area of the world. 

Chandra et al. (2023) utilized the VHR TripleSat imagery for landslides detection with U-net, 

ResNet-50, ResNet-101, DenseNet-121, and VGG-19. Based on the accuracy, precision, and F1 

score, U-net has been explored as the best model for the detection of landslides. Lu et al. (2023) 

proposed a dual encoder U-net and compared the performance of this proposed model based on 

the F1 score to the general U-net, Seg-Net, and Attention U-net models for detecting landslides 

induced by severe earthquakes. Dual encoder U-net which incorporates the topographical data 

derived from the digital elevation model (DEM) through one encode and optical sentinel-2 imagery 

through another encode has been found as the best method for the specific area to detect landslides. 

Xia et al. (2022) have experimented with CNN, AlexNet, ResNet152V2, DenseNet201, 

InceptionV3, Xception, and InceptionResNetV2 with the integration of Sentinel-2 imagery. They 

have explored that among the 7 DL based models, the DenseNet201 has performed the best by 

producing lower error to detect the landslides, in this case, they have used the evaluation metrics 

F1 score, precision, and recall. Meena et al. (2022) have experimented with two different datasets 

which are VHR RapidEye imagery and RapidEye imagery with the inclusion of the topographical 

data derived from Advanced Land Observing Satellite Phased Array L-band Synthetic Aperture 

Radar (ALOS-PALSAR). In their study, they have used 3 ML models SVM, RF, and KNN along 

with DL based U-net model. It is revealed in their study that the U-net model outperforms the other 

algorithms, by assessing the accuracy based on the metrics named F1 score, precision, recall, and 

Mathews Correlation Coefficient (MCC). 

Bragagnolo et al. (2021) also found U-net as the robust model for landslides detection in Nepal. 

Wang et al. (2021) applied CNN along with 4 other ML algorithms SVM, LR, RF, and boosting to 
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compare the performance, based on the metrics of recall, precision, F1 score, accuracy, MCC and 

specificity, of these models for landslides detection. They have found CNN as the outperformed 

model, although the rest have produced considerably reliable results. Chen et al. (2018a) utilized 

the change detection techniques of Deep Convolution Neural Network (DCNN) for detecting 

landslides using pre and post event satellite data. Their accuracy assessment based on the true 

positive, false positive, and false negative detection of landslides explored that the model can be 

competitive for landslides detection.  

3.2 Selection of the DL model for this study  

It is found from the literature review that in the last few years, a number of researchers have 

conducted researches for the development of an automatic method to detect landslides (Table 2). 

Those studies have been conducted in different regions of China, India, Myanmar, Indonesia, Haiti, 

Brazil, New Zealand, Japan, Nepal, Papua New Guinea, Congo, and Hong Kong dominated by 

tropical or subtropical monsoon climate; steep slopes; the land areas characterized by sedimentary, 

metamorphic, and volcanic rocks; and are affected by specially debris flow, rock falls, rock slides, 

mudflows, rock avalanches. From the literature review it can be concluded that although several 

DL models have been tested for landslides detection automatically, the U-net model outperformed 

other models in those areas characterized by tropical or subtropical monsoon climates; sedimentary 

rocks; and rainfall-induced both slides and debris flow landslides (these characteristics are similar 

to the present study area) (Table 2). 

Most of those studies (which found U-net as the best model) utilized the VHR satellite imagery 

from PlanetScope, RapidEye, and TripleSat imagery. ALOS-PALSAR DEM is also used to test its 

influence on the accuracy of the U-net model. Considering these factors, the present study is also 

employed U-net model for landslides detection by leveraging both VHR PlanetScope, MR 

Sentinel-2, and ALOS-PALSAR DEM imagery. 
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Table 2: Short review of the recently published works for automatic landslides detection. 

 

Authors Primary 

data 

Experimental 

model 

Region Lithology, and Geology Type of 

landslides 

Under 

tropical / 

sub-tropical 

and 

monsoon 

climate 

Performance 

evaluation 

metrics 

Best 

performed 

model 

Bhuyan et 

al. (2023) 

PlanetScope 

Imagery 

Attention Deep 

Supervision 

Multi‑Scale 

U‑net 

Rasuwa district of Nepal; 

Wenchuan County, 

Sichuan Province of 

China; western part of 

Papua New Guinea; and 

Kaikōura region of New 

Zealand 

Metamorphic rocks namely 

schists, amphibolite, phyllites, 

metasandstones, gneiss, 

schists, and shales; a few 

numbers of sedimentary rocks 

namely sandstones and 

limestones; volcanic rocks 

including granites and diorites 

volcanic rocks; and 

intermediate to mafic volcanic 

rocks 

Rock falls, rock 

avalanches, and 

bed rock slides 

Yes Precision, 

recall, and F1 

score 

Attention 

Deep 

Supervision 

Multi‑Scale 

U‑net 

Meena et 

al. (2023) 

PlanetScope 

Imagery 

U-net, Res U-

net, Attention 

U-Net, 

Attention Res 

U-Net, and 

ADSMS 

Porgera, Papua New 

Guinea; Kodagu, India; 
Tiburon Peninsula, Haiti; 

Rasuwa, Nepal; 

Hokkaido, Japan; 
Wenchuan, China; 

Sumatra, Indonesia; 

Longchuan, China; Hpa-

An, Myanmar; Kaikoura, 

New Zealand; Uvira, 

Democratic Republic of 

the Congo 

Metamorphic rocks like 

amphibolite, gneiss, 

and schist; volcanic rocks 

namely andesite and basalts; 

and Mesozoic, Paleozoic and 
Neogene sedimentary rocks  

Mudflows, 

rockfalls, rock 

avalanches, and 

debris flows 

Yes Dice loss, and 

F1 score 

U-net 

Chandra et 

al. (2023) 

TripleSat 

imagery 

U-net, ResNet-

50, ResNet-101, 

Bijie, Guizhou Province, 

City in China 

Permian coal Debris flow, 

rock slides, and 

rockfalls 

Yes Overall 

accuracy, 

U-net 
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DenseNet-121, 

and VGG-19 

precision, and 

F1 score 

Lu et al. 

(2023) 

 

 

Sentinel-2 

imagery and 

DEM 

Dual encoder 

U-net, U-net, 

Seg-Net, and 

Attention U-net 

Wen-Du, Sichuan 

province, China; Iburi, 

Hokkaido, Japan 

Igneous and clastic rocks Rock slides Yes F1 score Dual encoder 

U-net 

Xia et al. 

(2022) 

Sentinel-2 CNN, AlexNet, 

ResNet152V2, 

DenseNet201, 

InceptionV3, 

Xception and 

InceptionResNe

tV2 

Wenchuan county, China Luvisols and Cambisols Rock falls, rock 

slides, rock 

avalanches, and 

debris flows 

Yes Precision, 

recall, and F1 

score 

DenseNet20

1 

Meena et 

al. (2022) 

RapidEye 

imagery; 

ALOS-

PALSAR 

DEM with 

RapidEye 

imagery 

SVM, RF, 

KNN, and U-

net 

Rasuwa district, Nepal Metamorphic rocks namely 

amphibolite, gneiss, 

and schist 

Debris flow Yes Precision, 

recall, F1 

score, and 

MCC 

U-net 

Bragagnolo 

et al. (2021) 

Landsat 8 U-net Nepal Sedimentary rocks namely 

shale, limestone, sandstone; 

and metamorphic rock; 

Debris flow, 

rock slides, and 

rock falls 

Yes Precision, 

recall, and F1 

score 

U-net 

Wang et al. 

(2021) 

Rainfall, 

geology, and 

DEM 

SVM, LR, RF, 

boosting, and 

CNN 

Lantau island, Hong 

Kong 

Sedimentary rocks namely 

sandstone, siltstone, and 

mudstone; and volcanic rocks 

namely tuff, lava, and granite 

Debris flow, 

and rock slides 

Yes Precision, 

recall, F1 

score, and 

MCC 

CNN 

Chen et al. 

(2018a) 

Landsat 8, 

Formosat 2, 

and DEM 

DCNN Shenzhen, Zhouqu 

Country, and Beichuan 

County, China 

Sedimentary and volcanic 

rocks 

Landfill slides 

along with 

debris flow 

Yes True positive, 

false positive, 

and false 

negative rate 

DCNN 
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3.3 U-net Model 

Pixel-based DL models also include the so-called image segmentation models. This is because 

the image which is provided to the model is divided into multiple segments or regions. Each 

segment is made of a number of pixels and each pixel is associated with a specific object or 

class. Image segmentation is crucial to the field where the precise size, shape, and location of 

an object in an image is important. Such fields include environmental monitoring with satellite 

imagery, vehicle monitoring and detection, medical imaging, and so on. 

Generally, image segmentation is conducted by leveraging DL and CNNs are the most popular 

as well as widely used image segmentation model (Minaee et al., 2021). CNNs are a deep 

neural network, initially proposed by Fukushima et al. (1983). CNNs have specific three types 

of layers which are: 

i) Convolutional layers for extracting features from the input image, 

ii) Pooling layers which minimize the spatial resolution of the input feature for 

balancing the computational load (also known as downsampling), and  

iii) Deconvolutional layers which actually retrieve the information that has been lost 

during downsampling through skip connection function (also known as 

upsampling). 

There exist several CNNs models like U-net, SegNet, AlexNet, ResNet, and VGG. In the 

present study, landslides have been detected utilizing the U-net model (Figure 4), a fully CNN 

proposed by Ronneberger et al. (2015) specifically for the segmentation of medical images. 

Although U-net is developed for biomedical image segmentation, recently it has been utilized 

for landslide detection which produces outstanding results (Meena et al., 2022; Nava et al., 

2022). 

For this reason, this study is carried out by utilizing the U-net model by adopting the Python 

code available in GitHub (Meena et al., 2023), a slight modification of the code has been done 

for this research. In this case, the Google Colab Pro platform is utilized to conduct the main 

analysis part. 
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Figure 4: The U-net structure utilized in the present study. 

 

The U-net model features an encoder-decoder architecture reminiscent of the letter "U" (Meena 

et al., 2022). The architectural configuration of the model used in this study incorporates a dual 

pathway system designed for the extraction of features (Figure 4). The encoder is specialized 

in capturing low-level representations and is similar to the organizational structure observed in 

the CNNs. Within the encoder path, individual convolution blocks are systematically arranged, 

each comprised of two convolutional layers employing a 3 × 3 kernel size, succeeded by a 2 × 

2 max-pooling layer. Activation of these convolutional layers is executed by the rectified linear 

unit (ReLU) activation function. To introduce non-linear downsampling, a 2 × 2 max-pooling 

layer is appended after each convolutional block within the encoder route. 

In contrast, the decoding path incorporates a 2 × 2 upsampling layer positioned after each 3 × 

3 convolutional layers, strategically positioned to facilitate the reconstruction of high-level 

representations. In the final layer, a sigmoid function is employed to produce class predictions 

within a probability range of 0 to 1. As the main purpose of this study is to detect landslides 

and non-landslide areas (binary), the sigmoid function is used which is used only for the binary 

problem solution. 

The model was meticulously trained using diverse combinations of hyperparameters values to 

find the adequate hyperparameters setting, including batch sizes of 4, 8, 16, and 32; learning 

rates of 0.01, 0.001, 0.0001, 0.005, and 0.0005; and varying number of filters in the first 

convolutional layer with 4, 8, 16, and 32. 
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3.4 Loss Function 

An adequate loss function is an essential part of image segmentation to train DL models 

accurately and quickly, for learning the objects from the image. Scholars have used different 

types of loss functions which are suitable for the specific and respective tasks. There are four 

main categories of loss functions: distribution-based, region-based, boundary-based, and 

compound loss (Jadon, 2020). Among the above-mentioned four types of loss functions, the 

region-based loss functions outperform other loss models for image segmentation by 

minimizing the mismatch between the predicted and ground truth segmentations (Xu et al., 

2023; Ma et al., 2021a). Moreover, the region-based loss function is more suitable and widely 

used in RS, more specifically in landslide detection (Meena et al., 2023; Li et al., 2022; Qin et 

al., 2021; Prakash et al., 2020). 

Therefore, in this study, a region-based loss function is utilized to train the U-net model. There 

are five region-based loss functions which are Dice loss, Tversky loss, Focal Tversky loss, 

Sensitivity-Specificity loss, and Log-Cosh Dice loss (Jadon, 2020). However, all these five 

functions are not suitable for all problems. The input data which is used in this study is not 

balanced (will be discussed in the sections 4.3 and 4.4), meaning that between the two objects 

(landslides and non-landslides), the non-landslides object is dominant in the image. As well as, 

in some input images landslide objects are very minority, with a very small landslide area. For 

this reason, the input data is imbalanced. In this case, the Dice loss function performs better to 

deal with the imbalance dataset (Li et al., 2019). This loss function is used for binary 

classification in conjunction with the U-net model (Xu et al., 2023). Therefore, Dice loss is 

utilized in the present work for training the U-net model. 

The Dice loss is derived from the dice coefficient, a statistical metric assessing the likeness 

between two sets of data (Xu et al., 2023). In the context of image segmentation, this coefficient 

quantifies the similarity between a predicted mask and its corresponding ground truth mask. 

Mathematically, the dice coefficient is defined in the following equation number 1 and 

graphically represented in Figure 5: 

2( )
( , )

A B
DSC A B

A B
= …………………………………………………….1 

Where, DSC denotes dice coefficient of two different dataset, A is the predicted dataset, B 

represents the ground truth data,  is the symbol of intersection, and is the symbol of union. 
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Figure 5: Pictorial representation of the dice coefficient. 

 

“Intersection” means the number of overlapping pixels between the predicted and ground truth 

masks, and "Union" denotes the total number of pixels counting from both predicted and 

ground truth masks. The dice coefficient ranges from 0 to 1, with 1 indicating a perfect match. 

The Dice loss is derived from the dice coefficient which is defined by the following equation: 

   1   Dice Loss Dice Coefficient= − …………………………………2 

The main objective of using the dice loss during the training of U-net model is to minimize the 

overall loss, so that the small-scale landslides can be detected more accurately.  

3.5 Performance Evaluation Metrics 

A confusion matrix is a table that is used to evaluate the performance of a classification model. 

It provides a comprehensive view of the model's predictions by comparing them to the actual 

class labels (Maxwell et al., 2021). The matrix is particularly useful when dealing with binary 

or multiclass classification problems. For a binary classification task, the confusion matrix 

typically has four entries: True Positive (TP), False Positive (FP), True Negative (TN), and 

False Negative (FN) (Figure 6).  
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Figure 6: The confusion matrix defines the evaluation metrics used in this study. 

 

From the confusion matrix, several performance metrics can be calculated, including precision, 

recall, F1-score, and accuracy. Accuracy alone cannot be used for a comprehensive 

performance evaluation of any model, therefore other metrics like precision, recall, and F1 

score are used to deal with the imbalanced datasets as well as when there is a need to minimize 

the false positives or false negatives pixels. Therefore, in this study, those metrics have been 

used to evaluate the overall performance of the model to detect landslides following the 

equations used by Xu et al. (2024). The values of all the above-mentioned metrics range from 

0 to 1 and are defined as, 

 
   

TP
Precision

TP FP
=

+
……………………………………………... 3 

 
 

TP
Recall

TP FN
=

+
……………………………………………...….4 

2
1  

   

Precision Recall
F Score

Precision Recall

 
=

+
…………………………………5 

 TP TN
Accuracy

TP TN FP FN

+
=

+ + +
…………………………….…….6 

Where, TP means true positives (indicates the pixels identified as landslides pixels which are 

actually landslides pixels), TN means true negative (indicates the pixels identified as non-

landslides pixels which are actually non-landslides pixels), FN denotes the false negatives 

(indicates the pixels identified as non-landslides pixels which are actually landslides pixels), 
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and FP refers to false positives (indicates the pixels identified as landslides pixels which are 

actually non-landslides pixels). 

For all the four above-mentioned metrics, the closer value to 1 the better, meaning that the 

model performs well detecting the landslides pixels. Conversely, values closer to 0 indicate the 

poor performance of the model to detect landslides pixels. 

3.6 Data Augmentation 

Data augmentation is the generation of artificial data based on existing observations. It serves 

as a DL strategy to enhance model accuracy and generalization, as well as address overfitting 

issues (Hao et al., 2023). The primary aim of employing data augmentation is to augment the 

dataset, and mitigating representational gaps (De et al., 2017). This strategy strengthens the 

model's capabilities, and also safeguards against biased learning across the entire system. In 

the context of image classification, particularly in satellite image classification, prevalent data 

augmentation techniques include clipping, rotating, flipping, and shifting, contributing to the 

effectiveness of various enhancement approaches (Taylor & Nitschke, 2018). 

 

Figure 7: Horizontal flip data augmentation technique used in this work. 

 

In this work, DL based U-net model is used and for the implementation of any DL model, it is 

very important to use as many data as possible to get precise results. As there is no prior 

landslide masks dataset prepared by anyone for the current study area, and there is a little 

information regarding the past landslide spots, a small set of landslide masks are created for 

the study based on the available information. Thus, the present study has employed the 

horizontal flip technique to augment the training dataset. Therefore, in each experiment, the 

number of training samples (original) appeared as double (for instance, if during training, 380 

original patch numbers are fed to the model as input, during the implementation of the model 

this will be 760). 
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In the context of horizontal flip, each image in the dataset is horizontally mirrored, creating a 

new version of the image with reversed left and right orientations (Figure 7). This is achieved 

by flipping the pixels of the image along a vertical axis. By presenting the model with both the 

original and horizontally flipped versions of an image during training, the model becomes more 

robust and capable of recognizing patterns and features from different perspectives. 
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4 Experimental Setting 

4.1 Satellite Data 

The dataset used for the current study comprises imagery obtained from three distinct earth 

observation satellites, namely PlanetScope, Sentinel-2, and ALOS-PALSAR. Cloud-free 20 

image tiles of every satellite were extracted from 4 different upazilas (described in the study 

area section) have been used in the present study.  

Table 3: Information about different types of satellite data. 

 

Name of the 

satellite image 

Spatial 

resolution 

Temporal 

resolution 

Spectral bands 

(nm) 

Collected source 

PlanetScope 3m Daily 8 bands: Coastal blue (431–552), blue 

(465–515), green (547–583), yellow 

(600–620), red (650–680), red-edge 

(697–713), and NIR (845–885) (Meena 

et al., 2023) 

Planet Lab 

(https://www.planet.co

m/)  

Sentinel-2 10m, 20m, 

and 60m 

5 days 13 bands: Coastal aerosol (433-453), 

Blue (458-523), green (543-578), red 

(650-680), red-edge 1(698-713), red-

edge 2 (733-748), red-edge (773-793), 

NIR (785-900), NIR narrow (855-875), 

water vapor (935-955), shortwave 

infrared (SWIR) (1360-1390), SWIR1 

(1565-1655), and SWIR2 (2100-2280) 

(Hawryło & Wężyk, 2018) 

Copernicus Data Space 

Ecosystem 

(https://dataspace.coper

nicus.eu/)  

ALOS-

PALSAR DEM 

12.5m 46 days L band (1.27 GHz) (Not related to 

spectral bands as it is radar data) (Khal 

et al., 2020) 

Alaska Satellite Facility 

(https://search.asf.alask

a.edu/)  

 

The spatial and temporal resolution, spectral bands, and the source from where the images have 

been collected are presented in Table 3. It is already mentioned in the study area section that 

each image tile covers an area of 4.002859  
2km ; therefore, from 20 image tiles, total an area 

of 80.05718 
2km  is used in this study. VHR imagery has smaller size pixels and contains more 

detailed information. Conversely, MR imagery has comparatively bigger size pixels and 

contains less information. Thus, considering the same area, VHR imagery has more pixels and 

MR imagery has fewer pixels. 

https://www.planet.com/
https://www.planet.com/
https://dataspace.copernicus.eu/
https://dataspace.copernicus.eu/
https://search.asf.alaska.edu/
https://search.asf.alaska.edu/


38 | P a g e  
 

For this reason, in this study, to cover the specifically 4.002859 
2km area in each image tile, 

more pixels are contained in each VHR image tile than in the MR image tile which is discussed 

in the next two sub-sections. It is important to note that the present study area is characterized 

by different types of vegetation that usually create shade in those areas. Although, it is good 

enough to use the red, green, and blue (RGB) bands of a satellite image for landslide detection, 

it is difficult to distinguish landslides from the vegetation which are occurred in the shaded area 

(Meena et al., 2021). To mitigate this limitation, in this study near-infrared (NIR) band is also 

used, so that the NIR band can provide more detailed information like moisture content of the 

surface. Thus, these combined four bands RGB, and NIR can identify more accurately the 

landslides that are looking like vegetation because of the shade.  

4.1.1 Very High Resolution (VHR) Imagery 

The PlanetScope imagery is VHR imagery with 3m of spatial resolution, encompassing a total 

of 8 spectral bands (Table 3). However, in this research, only 4 spectral bands, namely RGB, 

and NIR, are utilized. Images have been collected freely from the official website of 

PlanetScope Lab under the Education and Research Standard Category. All image tiles 

maintain uniform dimensions, measuring 667 x 667 pixels. Notably, these images have 

undergone both orthorectification and radiometric correction as provided by the data providers. 

In the present study, the dataset comprises harmonized images, thereby ensuring a standardized 

and coherent foundation for subsequent analyses. 

4.1.2 Medium Resolution (MR) Imagery 

The Sentinel-2 imagery encompasses a total of 13 spectral bands (Table 3). However, in this 

study, only 4 spectral bands, namely RGB, and NIR, are utilized. Images have been collected 

freely from the Copernicus Data Space Ecosystem website. For this study, only MR imagery 

with 10m spatial resolution has been used. All image tiles maintain uniform dimensions, 

measuring 200 x 200 pixels. Particularly, these images have undergone both orthorectification 

and radiometric correction as provided by the data providers. 

However, the 5 image tiles collected from the year 2018 on 15 November from Kaptai and 

Rangamati Sadar upazilas (Table 1) did not include atmospheric correction. Before employing 

these 5 image tiles for landslide mapping, atmospheric correction has been completed for these 

image tiles by employing the Sen2Cor plugin, accessible within the SNAP software provided 

by the European Space Agency (ESA). As all the spectral bands were downloaded separately, 

the band composition technique has been applied to merge the 4 bands into a single image 
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through the open-source software QGIS 3.34.1. This band composition has been applied for 

each image tile separately. 

4.1.3 ALOS-PALSAR DEM 

The ALOS-PALSAR satellite, through its ALOS-PALSAR, generates DEM data, offering 

insights into Earth's surface elevation and topography. The Alaska Satellite Facility (ASF) 

website facilitates direct access to the ALOS-PALSAR DEM, characterized by a spatial 

resolution of 12.5 m. In this study, the DEM sourced from the ASF website is utilized. Given 

the incorporation of images at spatial resolutions of 3m (PlanetScope) and 10m (Sentinel-2) in 

this study, the DEM undergoes resampling (using QGIS 3.34.1.) to align with both images of 

3m and 10m spatial resolutions. Finally, elevation and slope have been extracted from the DEM 

which are also used in this study. 

Table 4: Information related to the landslide polygons (masks) used in this study. 

 

Number of 

image tiles 

(N = 20) 

Number of 

polygons created 

as landslide masks 

(N = 181) 

Total area drawn as 

landslide polygons (
2m ) (Total area 

314,523 
2m ) 

Year Type of the 

landslides 

 Upazila 

8 151 225,882 2023 Debris flow Alikadam 

3 11 11,538 2022 Debris flow Alikadam 

1 3 8,136 2018 Debris flow Kaptai  

4 5 5,256 2018 Debris flow 

and rock slides 

Rangamati Sadar 

2 4 49,527 2019 Rock slides Rangamati Sadar 

2 7 14,184 2022 Debris flow Thanchi 

 

4.2 Creation of the Ground Truth Data (Landslide Masks) 

To accurately detect the landslides from satellite imagery, the model requires the incorporation 

of landslide masks (ground truth data) during its training and validation phases. It is important 

to note that among 4 major types of landslides (falls, topples, slides, and flows), slides and 

debris flow are the dominant types of landslides in CHD (Rabby & Li, 2019a). Therefore, in 

the present study, mostly debris flow and a very few numbers of slides are considered for the 

creating of the landslide masks (Figure 8). It is already mentioned earlier that no institutional 

mechanism is present to create the landslide masks for Bangladesh (Rabby & Li, 2019). 
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Therefore, for this study, landslide masks have been created manually. Fortunately, the latitude 

and longitude of several past landslide events have been collected from several field visits by 

a team of Conflict and Disaster Research Hub that is led by Dr Bayes Ahmed, Associate 

Professor at the Institute for Risk and Disaster Reduction, University College London (IRDR 

UCL), UK. These points are used as reference points of landslides and by leveraging Google 

Earth Pro, these points are cross-checked to know whether there were landslide events in those 

areas during the respective periods.  

  

Figure 8: Creation of the landslide masks a) debris flow (2023 October 20 in Alikadam 

upazila), and b) rock slides (2019 January 11 in Rangamati Sadar upazila) from Google Earth 

Pro. 

After carefully scrutinizing the points, the points where landslides are visible (examining in 

Google Earth Pro) by aligning with the same or closer date of the collection of the respective 

points, have been considered for the creation of landslides masks for this study. In each 

landslide point, the polygon has been created based on the area visible as landslides on the 

image in Google Earth Pro (Figure 8). With a view to the meticulous creation of polygons for 

each tile, the temporal context is systematically set up through the use of the Google Earth Pro 

timer, aligning with the date of the collection of the respective image tile. 

Table 4 demonstrates the number of polygons created as landslide masks, their time, place, 

types, and total area (
2m ).  In total, 181 landslide polygons (total area 314,523 

2m ) have been 

created. The majority of the landslide polygons (151 polygons; total area 225,882 
2m ) created 

from Alikadam upazila and the landslides have been occurred in 2023. Except 4 polygons (rock 

a) 

b) 
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slides in Rangamati Sadar upazila; Figure 8b), all the polygons represent the debris flow 

(Figure 8a) landslides. After creating all the polygons, the polygons are assigned to the 

respective image tile aligning with their location, and then, the polygons of each image tile are 

rasterized employing QGIS 3.34.1, where the landslide areas are assigned a value of 1, while 

non-landslide areas are designated with a value of 0. The rasterization process is executed for 

each image tile at 3m and 10m spatial resolutions. 

4.3 Repeated stratified hold-out validation 

In the present study, the entire dataset has been divided by following the hold-out method. 

More specifically, the entire dataset has been divided into training (50% of the dataset), 

validation (25% of the dataset), and testing (25% of the dataset) parts. It is called as hold-out 

because the entire dataset splits into 3 parts and each part is used for specific purpose. The 

training set is used for training the U-net model to learn the objects from the images. Although 

it is known as validation set, is also a part of training phase. The validation set is used for tuning 

the hyperparameters of the model with different learning rate, batch size, and filters (discussed 

in section 3.3); in this stage, the U-net model does not learn the objects from the image from 

the validation set. Validation can be done from the training dataset or from a separate set of 

data. There is a chance to leak the information, if validation has been done from the same set 

of training data (Tennenholtz et al., 2018). Therefore, having a separate set of validation dataset 

is better to achieve the optimal performance of the model (Tennenholtz et al., 2018). For this 

reason, this study used a separate set of validation data. Finally, the test dataset is used for 

evaluating the final performance of the model.   

Table 5: Formation of the folds used for the repeated stratified hold-out validation. 

 

Fold 

number 

Number of 

image tiles 

Upazila (from where 

the image tile collected) 

Year Number of polygons 

(landslide masks) 

Fold 1 5 Alikadam 2023 114 

Fold 2 5 Alikadam 2023 and 2022 43 

Fold 3 5 Alikadam, Kaptai, and 

Rangamati Sadar 

2022 and 2018 12 

Fold 4 5 Rangamati Sadar, and 

Thanchi 

2018, 2019 and 

2022 

12 

 

The dataset used in the present study is not a very large dataset. Therefore, it can be possible 

to get a biased results from a specific hold-out of data used, including training, validation and 
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test sets. To overcome this issue, this study has adopted the stratified technique, indicating the 

entire dataset is organized in a way so that all data is used as test set in such a way that the 

datasets are approximately balanced with respect to the number of landslide samples present 

among the training, validation and test sets (see Table 6). This comprehensive approach 

enhances the model evaluation process. 

Figure 9 represents how the entire dataset is utilized to perform the experiments. It is already 

noted that this study incorporates a dataset comprising 20 distinct image tiles. To apply the 

stratified technique in this dataset, the dataset is partitioned into 4 folds, each constituted by 

five image tiles where each image tile is used in a specific fold (Table 5). Table 5 presents how 

many landslide polygons, from which year and upazila, are present in each fold. It is 

demonstrated that the fold 1 contains the larger number (114 out of 181) of landslide polygons 

(Table 5). However, both folds 3 and 4 contain only 12 landslide polygons indicating an 

imbalance set of data. After the creation of the 4 folds, 4 trials are designed where in each trial 

the fold used as test dataset has been changed, thus covering the whole dataset (Figure 9).  

 

Figure 9: Repeated stratified hold-out validation method used in this study. 

 

In Trial 1, folds 1 and 2 constitute the training set, fold 3 is allocated for validation, and fold 4 

is designated for testing. Subsequently, in Trial 2, folds 1 and 2 serve as the training set, fold 4 

is assigned to validation, and fold 3 is utilized for testing. Following this, Trial 3 employs folds 

3 and 4 for training, fold 1 for validation, and fold 2 for testing. Finally, Trial 4 involves training 

with folds 3 and 4, using fold 2 for validation, and employing fold 1 for testing. The final 
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evaluation has been done by averaging the values of evaluation metrics produced from the all 

4 trials. Thus, the hold-out method is applied in all the four trials. For this reason, the whole 

process is called as the repeated stratified hold-out validation. 

4.4 Experimental Setup 

This study incorporates four distinct datasets to determine their relative performance, as 

illustrated in Figure 10: 

• Dataset A exclusively comprises the RGB and NIR bands derived from VHR 

PlanetScope Imagery. 

• Dataset B extends its composition to include RGB and NIR bands derived from VHR 

PlanetScope Imagery, along with additional layers encompassing Elevation, Slope, and 

the NDVI (computed from the NIR and red bands). 

• Dataset C encompasses the RGB and NIR bands derived from MR Sentinel-2 Imagery. 

• Dataset D integrates RGB and NIR bands from MR Sentinel-2 Imagery, along with 

Elevation, Slope, and NDVI.  

Figure 10 visually describes the comprehensive workflow of the proposed landslide detection 

approach employed in this study. Each dataset is experimented separately by maintaining the 

repeated stratified hold-out method described in the previous section. Therefore, in this study 

16 (4 trials with each dataset) different experiments have been conducted. Every single 

experiment is fed into the U-net model for the detection of landslides. Performance of each 

experimental dataset is evaluated based on the precision, recall, F1 score, loss, and accuracy 

metrics values. Then, the results are visualized by graphs, maps, and table. Finally, the best 

performed experimental dataset is selected. 

From each image tile, multiple patches are generated. For Datasets A and B, characterized by 

a spatial resolution of 3m (VHR Imagery), 100 patches are derived from each image tile, with 

a standardized patch size of 64 x 64. Consequently, during the training phase, a total of 1,000 

patches are generated from 10 image tiles, 500 patches for validation from 5 image tiles, and 

500 patches for testing from 5 image tiles (Tables 5 and 6). In contrast, for Datasets C and D, 

featuring a spatial resolution of 10m (MR Imagery), 36 patches are generated from each image 

tile, maintaining a patch size of 32 x 32 results in the creation of 360 training patches from 10 

image tiles, 180 validation patches from 5 image tiles, and 180 testing patches from 5 image 

tiles (Tables 5 and 6). 
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Table 6: Total number of pixels used as landslide samples. 
 

Trial 

Number 

Datasets A and B Datasets C and D 

Training 

(1,000 

patches) 

Validation 

(500 patches) 

Testing (500 

patches) 

Training (380 

patches) 

Validation 

(180 patches) 

Testing (180 

patches) 

1 25,935   7,161 1,851 2,309 635 161 

2 25,935 1,851 7,161 2,309 161 635 

3 9,012 10,467 15,468 796 939 1,370 

4 9,012 15,468 10,467 796 1,370 939 

 

It is important to note that in creating the least number of patches, it was necessary to keep the 

patch size 32 x 32. Otherwise, if it would be 64 x 64, the number of total patches would be 18 

from each image tile which is not a compatible number compared to the VHR imagery as well 

as the number of samples (patches) is unsuitable for the DL model. Given the application of 

data augmentation during the training phase in this study, the overall number of training patches 

in each trial amounts to 2,000 for datasets A and B, and 760 for datasets C and D. 

 

Figure 10: The flow chart shows the full process of the proposed landslide detection 

approach. 
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It is important to highlight that the aggregate number of pixels employed to indicate landslides 

varies across the trials designated for the training, validation, and testing sets. Moreover, the 

total number of pixels extracted from landslide masks utilized in conjunction with the Datasets 

A and B differs from that derived from landslide masks utilized in conjunction with the Datasets 

C and D. Table 6 shows the cumulative number of landslide pixels are same during the training 

phase in Trials 1 and 2 amounts to 25,935 for Datasets A and B; and 2,309 for Datasets C and 

D. Conversely, the total number of landslide pixels during the training phase in Trials 3 and 4 

is only 9,012 for Datasets A and B; and 796 for Datasets C and D. 

It is evident from a number of works conducted with DL models that a higher number of target 

pixels (in this case, landslides pixels) during the training phase tends to enhance the model's 

performance (Meena et al., 2022). The current investigation systematically explores both the 

use of the highest (Trials 1 and 2) and lowest (Trials 3 and 4) landslide samples during the 

training phase, in contrast to the remaining phases, to assess the model's performance. 
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5 Results and Discussion 

A total of 16 different experiments have been conducted by utilizing the U-net model, and each 

experiment involves different sets of hyperparameter configurations, to detect landslides more 

precisely. The best weights model was determined for each experiment based on the outcomes 

derived from the testing phase. The hyperparameter configuration characterized by a filter size 

of 8, a batch size of 4, a learning rate of 0.01, and the utilization of the Adam optimizer emerged 

as, comparatively, the best model weight across all experiments. 

The F1 scores across successive epochs (5 epochs), illustrating the performance of the U-net 

model with the aforementioned hyperparameter set during both training and validation phases 

for all 16 experiments, are presented in Figures A1 and A2. It is observed in Figure A1 that the 

F1 score shows an upward curve in Trials 1 and 2 for both Datasets A and B. However, in trials 

3 and 4, the F1 score curves are not good enough which indicates that the detection of landslides 

can be misleading in these Trials (3 and 4). Nevertheless, in Figure A2, the F1 score shows an 

upward curve in all trials in both Datasets C and D. Figure A3 displays the loss curve 

throughout epochs, outlining the optimization evolution of the model under the same set of 

hyperparameters across all experimental trials for the Datasets A and B. The loss curves are 

going downwards in Trials 1 and 2 indicating a good delineation of landslides detection using 

Datasets A and B. Furthermore, in Trials 1 and 2 using Dataset C, and trials 1, 2, and 3 using 

Dataset D, the model has produced proper downward loss curves (Figure A4).  

The evaluation metrics of the experiments conducted for landslide detection utilizing the 16 

experimental datasets are shown in Table 7. Table 7 demonstrates the precision, recall, F1 score, 

loss, and accuracy metrics for the 16 experimental datasets during their testing phase. Figures 

11 and 12 visually represent the area identified as landslides based on the 16 experimental 

datasets, utilizing the U-net model. A noteworthy observation from the table is the consistent 

findings in Datasets A and B, comprising VHR imagery from PlanetScope, across all 4 trials.  

For both Datasets A and B, the mean precision, recall, F1 score, loss, and accuracy metrics 

found from Trials 1, 2, 3, and 4 are 1, 0.422, 0.422, 0.589, and 0.996, respectively (Table 7). 

The standard deviation (std) calculated from Trials 1, 2, 3, and 4 for the evaluation metrics are 

same in Datasets A and B which are 0, 0.231, 0.231, 0.237, and 0.002, for precision, recall, F1 

score, loss, and accuracy, respectively. Remarkably, Trials 1 and 2 show the best performance 

in landslides detection compared to Trials 3 and 4.  
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Table 7: Precision, Recall, F1 score, Loss, and Accuracy of 16 experimental test datasets. 

 

Trial 

number 
Precision  Recall F1 score Loss Accuracy 

Dataset A 

1 1 0.625 0.625 0.381 0.999 

2 1 0.625 0.625 0.383 0.997 

3 1 0.062 0.062 0.958 0.993 

4 1 0.375 0.375 0.634 0.996 

Mean 1 0.422 0.422 0.589 0.996 

Std 0 0.231 0.231 0.237 0.002 

Dataset B 

1 1 0.625 0.625 0.380 0.999 

2 1 0.625 0.625 0.383 0.997 

3 1 0.062 0.062 0.958 0.993 

4 1 0.375 0.375 0.634 0.996 

Mean 1 0.422 0.422 0.589 0.996 

Std 0 0.231 0.231 0.237 0.002 

Dataset C 

1 1 0.167 0.167 0.998 0.999 

2 1 0.333 0.333 0.700 0.997 

3 0.004 0.955 0.009 0.996 0.055 

4 0.056 0.111 0.059 0.992 0.976 

Mean 0.515 0.392 0.142 0.922 0.757 

Std 0.485 0.335 0.124 0.128 0.405 

Dataset D 

1 1 0.167 0.167 0.785 0.999 

2 1 0.333 0.333 0.717 0.997 

3 0.004 0.955 0.009 0.996 0.055 

4 0.711 0.004 0.008 0.991 0.995 

Mean 0.679 0.365 0.129 0.872 0.762 

Std 0.407 0.360 0.134 0.124 0.408 

Note: The best performed trial/trials in 4 datasets is/are highlighted in bold and italic format. 

 

It should be noted here that the samples (landslides pixels) used in Trials 3 and 4 during the 

training phase to train the U-net model are significantly small compared to the training samples 

used in Trials 1 and 2- (Table 6). This is evident that the DL models perform better with more 

training samples (Ahmed et al., 2023). Trials 1 and 2, with a higher number of training samples 

than testing samples, demonstrate better performance; while Trials 3 and 4, with the opposite 

configuration, exhibit poorer performance in detecting landslides on test Datasets A and B 

(Figure 11). Meena et al. (2022) also revealed similar findings that the usage of large and small 

training samples influences the performance of the DL model in detecting landslides, and the 

DL model always outperforms with a larger set of training samples. Hence, it is concluded that 

DL models like U-net should be trained with a higher number of training samples to get reliable 

accuracy. 
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Figure 11: Landslide detection results getting from using Datasets A, and B in 4 trials. 

 

Considering the above discussion on the number of training samples on U-net model’s 

performance, Trials 1 and 2 from Datasets A and B are considered as acceptable for landslides 

detection in the current study area. Consequently, the mean precision, recall, F1 score, loss, and 

accuracy metrics for both Datasets A and B, based on Trials 1 and 2, are 1, 0.625, 0.625, 0.380, 

and 0.999, respectively. The std values for precision, recall, F1 score, loss, and accuracy in 

Datasets A and B based on Trials 1 and 2 are 0, 0, 0, 0.001, and 0.001, respectively, indicating 

the preciseness of these results. Figure 11 visually supports the close alignment between the 

model's landslides detection and the ground truth. Figure A5 shows the comparison between 

landslides detection by the U-net model, experimented with Dataset A in Trials 1 and 2, in a 

whole image tile and the ground truth. 

Meena et al. (2023) utilized 5 U-net based models for the detection of both rainfall and 

earthquake-induced landslides in different parts of the world, utilizing the RGB and NIR bands 

of PlanetScope imagery and a larger set of landslides samples. The used 5 models U-net, 

Attention U-Net, Attention Res U-Net, and ADSMS models produced F1 score 0.7904, 0.6825, 

0.7446, 0.6477, and 0.6576, respectively. The values of the F1 scores found by them are closer 

to the F1 score (0.625) produced in the present study by the utilization of the Dataset A and B. 
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Another study of Bhuyan et al. (2023) by utilizing only the optical (RGB) bands of PlanetScope 

imagery in Japan, Nepal, New Zealand, and Papua New Guinea showed that U-net based 

ADSMS model is a good model (F1 score 0.8) for detecting earthquake-triggered landslides. 

Furthermore, Meena et al. (2022) conducted a study in Rasuwa in Nepal by utilizing the VHR 

RapidEye imagery (5m of spatial resolution) along with the ALOS PALSAR DEM in detecting 

landslides. Two sets of data like the present study have been created that are: 

i) only 5 spectral bands RGB, NIR, and red-edge of RapidEye imagery (dataset 1), 

and  

ii) RGB, NIR, and red-edge bands of RapidEye imagery with elevation and slope 

derived from ALOS PALSAR DEM (dataset 2).  

They used both DL (U-net) and ML (SVM, RF, and KNN), and found that U-net outperformed 

ML models in both sets of the data. Interestingly, in this work, all models produced better 

results with dataset 1 over dataset 2. The values, produced by the U-net for the dataset 1, of 

precision, recall, F1 score, and MCC are 0.765, 0.663, 0.711, and 0.710, respectively. Whereas, 

the values, produced by the U-net for the dataset 2, of precision, recall, F1 score, and MCC are 

0.614, 0.797, 0.694, and 0.697, respectively. 

The F1 scores (0.711 without elevation and slope data; and 0.694 with elevation and slope data) 

produced in the work of Meena et al. (2022) is compatible with the F1 score (0.625) produced 

in the present study. It also indicates that the inclusion of the additional topographic data 

elevation, and slope with the RGB and NIR bands of the satellite imagery did not improve the 

results. Meena et al. (2023) also revealed the similar outcomes that the spectral bands RGB, 

and NIR of PlanetScope imagery is good enough to detect landslides, and there is no need to 

integrate the additional topographic data to enhance the accuracy. 

Datasets C and D yielded comparatively poor results in contrast to Datasets A and B, as 

illustrated in Figure 12 and Table 7. It is crucial to highlight here that Datasets C and D made 

of MR Imagery obtained from Sentinel-2. Like Datasets A and B, the model exhibited largely 

analogous outcomes for Datasets C and D, except Trial number 4 (Table 7). The mean 

precision, recall, F1 score, loss, and accuracy metrics, based on the Trials 1, 2, 3, and 4 for 

Dataset C, are 0.515, 0.392, 0.142, 0.922, and 0.757, respectively (Table 7). The std values for 

precision, recall, F1 score, loss, and accuracy metrics for Dataset C across the same trials are 

0.485, 0.335, 0.124, 0.128, and 0.405, respectively (Table 7). In Trials 1 and 3, the model did 

not identify any landslide area utilizing both Datasets C and D (Figure 12). Conversely, in Trial 
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2, the U-net model identified a few landslide pixels in both datasets. The model consistently 

identified the same areas as landslides on Dataset C and D in Trials 1, 2, and 3 (Figure 12). 

However, in Trial 4, the model yielded conflicting results by detecting all landslide areas but 

erroneously classifying some non-landslide areas as landslides, an outcome considered 

unacceptable (Figure 12). 

Lu et al. (2023) conducted study in Wu den, China and Iburi in Japan to detect landslides 

automatically by leveraging the MR Sentinel-2 imagery and the National Aeronautics and 

Space Administration (NASA) provided DEM. They have modified the original U-net model 

to dual encoder U-net model and revealed that their model is competitive enough (precision, 

recall, and F1 score are 0.783, 0.801, and 0.792, respectively) for detecting earthquake-induced 

landslides. Xia et al. (2022) also utilized Sentinel-2 imagery for detecting earthquake-induced 

landslides with CNN, AlexNet, ResNet152V2, DenseNet201, InceptionV3, Xception and 

InceptionResNetV2. In that work DenseNet201 was found as the best performed model by 

producing 0.934, 0.8448, 0.8872, and 0.9172 values, respectively, for precision, recall, F1 

score, and accuracy. Most of the studies conducted previously based on Sentinel-2 detected 

earthquake-triggered landslides (Lu et al., 2023; Xia et al., 2022; Jelenek & Kopačková-

Strnadová, 2021).  

It is important to note that the landslides in the present study area are characterized as rainfall-

induced shallow landslides, and the affected areas are not extensive (Kamal et al., 2022; Abedin 

et al., 2020). Consequently, detecting small-scale shallow landslides using Sentinel-2 imagery 

is challenging due to its limited spatial resolution. Satellite imagery, like Sentinel-2, which is 

accessible free of charge, often possesses a relatively coarse resolution or MR (10m spatial 

resolution). Because of this, MR imagery is composed of bigger size pixels which contain less 

information, and the information is not detailed (Lanaras et al., 2018). This may make this MR 

imagery less suitable for effectively detecting rainfall-induced shallow landslides (Das & 

Wegmann, 2022). 

Furthermore, the temporal resolution, indicating the frequency of satellite revisits, significantly 

impacts the quality of landslide mapping, especially rainfall-induced shallow landslides 

(Novellino et al., 2024). Moreover, most of the time, it is not possible to extract the data from 

the closer data after the landslide events because of the presence of a high percentage of cloud 

cover (Zhang et al., 2020). Therefore, a prolonged revisiting time may lead to the disappearance 

of landslide indicators on the terrain due to factors including re-vegetation, mark degradation, 
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or human-induced activities, potentially diminishing the accuracy of landslide detection; which 

do not appear as challenges for detecting earthquake-triggered landslides.  

In contrast, the superior spatial (VHR) and temporal (daily) resolution of PlanetScope imagery 

facilitate the detection of shallow landslides; as it has smaller size pixels with detailed 

information and more available data which facilitates the collection of appropriate data 

(Muetingn & Bookhagen, 2023). Additionally, despite Sentinel-2's inclusion of additional 

spectral bands, its inferior spatial resolution hampers precise boundary delineation and accurate 

localization of landslides (Meena et al., 2023). The noteworthy attributes of PlanetScope 

imagery, including its competitive spatial resolution, and daily temporal resolution, contribute 

to its effectiveness in landslide detection by delineating the precise boundary of landslides. 

Furthermore, the standardized sensors across PlanetScope satellites simplify and enhance the 

accuracy of image pre-processing and orthorectification which has eased the overall process of 

landslide detection (Meena et al., 2023). 

 

Figure 12: Landslide detection results getting from using Datasets C, and D in 4 trials. 
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Therefore, it can be concluded from the above results and discussion that PlanetScope images 

are optimal for detecting rainfall-induced shallow landslides. Moreover, for the effective 

implementation of a DL model like U-net, a higher number of training samples representing 

landslides is considered crucial to achieving acceptable and reliable results. As well as, it is not 

essential to the inclusion of elevation, slope, and NDVI to enhance the accuracy, rather the 

spectral bands RGB and NIR of VHR Imagery are enough to detect landslides. Thus, Datasets 

A and B are found as the best-performed datasets in Trials 1 and 2 for the detection of rainfall-

induced shallow landslides in the study area.  

5.1 Limitations of this Study  

Several limitations in this study impact the accuracy of the experimental findings, which could 

be summarized as follows: 

• The main challenge was manually delineating landslide polygons used as landslide masks 

(ground truth data), and uncertainties introduced by satellite imagery because of the 

presence of clouds which leads to choose a date far from the landslides occurrence when 

the image has been found as cloud free. 

• The inability to conduct on-site field observations hindered the verification of precise 

landslides boundaries when creating the landslide masks by leveraging the Google Earth 

Pro, despite having latitude and longitude points of landslides. 

• Various factors, for example, mapping scale, date, and satellite image quality, contribute to 

the precision of landslide detection. The radiometric resolution is an additional element 

affecting the creation of manual inventories. Furthermore, the model's performance is 

hampered by the haze effect caused by instrument errors. 

• Additionally, DL requires a large dataset which has not been possible to use in this study, 

because there were a small number of available landslides masks that could use here. 

• Moreover, even with the VHR PlanetScope imagery, sometimes shallow landslides cannot 

be detected. It requires more finer resolution imagery like Maxar or Pleiades. 

• Besides, this study only used ALOS PALSAR DEM which has some limitations according 

to the scholars. 

All these aforementioned obstacles have made it difficult to execute the current study in 

detecting rainfall-induced shallow landslides. 
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6 Conclusion 

This study employed a systematic approach for training the U-net model in 16 different 

experiments. Aimed at identifying the optimal model weights, a diverse set of hyperparameters 

have been used. The hyperparameter set featuring a filter size of 8, a batch size of 4, a learning 

rate of 0.01, and the Adam optimizer is found as the most effective across all experiments.  

The model is trained with the Dice loss function to learn the landslide features more precisely. 

The overall performance of the model in detecting landslides is evaluated by precision, recall, 

F1 score, and accuracy metrics.  Consistent results are found in both Datasets A and B in all 4 

Trials. However, Trials 1 and 2 show a superior performance in detecting landslides by 

producing less error over the rest of two Trials, indicating the better performance of DL model 

with larger training samples. As Trials 3 and 4, produce a very low accuracy which is not 

acceptable, Trials 1 and 2 from both Datasets A and B are considered as optimal for landslide 

detection in the study area. Therefore, the mean precision, recall, F1 score, loss, and accuracy 

based on Trials 1 and 2 are 1, 0.625, 0.625, 0.380, and 0.999, respectively (same results found 

in both Datasets A and B). On the contrary, unlike Datasets A and B, Datasets C and D produced 

poor results, indicating the importance of high spatial and temporal resolutions of satellite 

imagery in detecting rainfall-induced shallow landslides.   

It can be summarized that the unique attributes of VHR PlanetScope imagery with its daily 

temporal and high spatial resolution make the process of automatic detection of rainfall-

induced shallow landslides, comparatively, reliable, robust, and accurate. Additionally, it is also 

explored that the integration of the topographic data with PlanetScope imagery does not 

improve the accuracy; only PlanetScope imagery is good enough for landslide detection. 

Furthermore, it is found that for an effective and precise result, a higher number of training 

samples is needed to train the DL model. 

To overcome the limitations of this study, future study should apply more data augmentation 

methods to increase the training samples synthetically. Moreover, future study should integrate 

both channel and spatial attention layers to the U-net model to focus on the important features 

and discard the unnecessary feature for enhancing the performance and accuracy of the model. 

Experiment can be done with Shuttle Radar Topography Mission (SRTM) provided DEM data 

as well. Lastly, other DL models can be utilized to reveal their performance in detecting 

landslides in the study area.  
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Appendix 
 

 

Figure A1: F1 score, over the epoch, of all 4 trials using the Datasets A and B from the best-

fitted hyperparameters. 
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Figure A2: F1 score, over the epoch, of all 4 trials using the Datasets C and D from the best-

fitted hyperparameters. 
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Figure A3: Loss, over the epoch, of all 4 trials using the Datasets A and B from the best-fitted 

hyperparameters. 
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Figure A4: Loss, over the epoch, of all 4 trials using the Datasets C and D from the best-fitted 

hyperparameters. 
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Figure A5: Comparison between the ground truth and the U-net detected landslides polygons 

(whole image tile) in Trials 1 and 2 from Dataset A.     
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