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Abstract

This supporting information describes in greater detail the synthesis, data analysis, and system parameters
used in this work, as well as additional analyses supporting the information given in the main text. Sections are
brought in the order of their reference in the main text.

S1 The Studied Coupled Quan-
tum Dot Molecule Samples

Synthetic Procedure. The synthetic procedure fol-
lows ref. 1 and is described briefly in the Methods sec-
tion in the main text.

Particle Type Classification. The size-selective pre-
cipitation at the end of the synthetic dimer formation
separates monomers, dimers, and multimers. Yet, the
separation is not full, and monomers and oligomers are
still found in the dimer samples (see Figure S1). Ac-
cording to transmission electron microscope (TEM) im-
ages, in the fused dimers sample ∼50% of the particles
were dimers, and in the non-fused dimers sample ∼25%
of the particles were dimers. Consequently, we can-
not avoid single-particle measurements of all the species

in these samples. Therefore, a classification procedure
is required to distinguish between the single particle
types. Here, we applied the classification process re-
ported by Koley et al. and adapted it as described be-
low.2 We note that the strength of the ‘spectroSPAD’
as a comprehensive spectroscopy tool is demonstrated
by the extraction of all the spectroscopic insights de-
scribed below by post-processing of the same 5-min
single-particle raw data collected for the heralded anal-
ysis described in the main text. Upon classifying the
type of the measured single particles, it is apparent that
the percentage of measured dimers exceeded their oc-
currence in the samples, as ∼83% of the measured par-
ticles in the fused dimers sample were dimers. At least
∼35% of the measured particles in the non-fused dimers
sample were dimers (see section S3 for further insight on
the non-fused dimers as nearly uncorrelated single pho-
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ton sources). We attribute these statistics to selection
bias, selecting brighter spots in the sample (thus avoid-
ing most monomers) and avoiding spatially extended
spots (suspected to be aggregates) during the single-
particle measurements. This might have increased the
fraction of the measured dimers compared with the un-
biased statistics collected by electron microscopy.
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Figure S1: Electron Microscopy Characterization
of the Studied Samples. a) High-resolution trans-
mission electron microscopy (HR-TEM) image of “pris-
tine monomers” (single QDs that were not exposed to
fusion conditions). b) Size distribution of 95 pristine
monomers with a mean diameter of 6.9±0.5 nm. c)
TEM image of fused dimers. HR-TEM image in the
inset showcases different extents of filling of the con-
necting area between the fused monomers (the neck).
d) TEM image of non-fused dimers. The dimer sam-
ples include monomers and multimers. All scale bars
are 10 nm.

The joining of two emitting centers and the different
structure of dimers are manifested in different optical
properties. Those differences help in distinguishing be-
tween monomers and dimers.2 Here we present addi-
tional analyses performed to allow particle type classi-
fication.
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Figure S2: Typical Optical Properties of Single
Particles. The single particles from Figure 2 in the
main text are shown: (i) A monomer, a fused dimer
with a (ii) high and a (iii) low g(2)(0) contrast, and a
(iv) non-fused dimer. a) Fluorescence intensity fluc-
tuation time-trace. All detections from a 5-min mea-
surement are binned into 10 ms bins according to the
global detection time. The counts per second (CPS) for
each bin are then calculated. b) fluorescence-lifetime-
intensity distribution (FLID). Each dot represents a 50
ms time-bin within the 5-min measurement. The color
indicates data-point density, where brighter areas cor-
respond to a denser population.
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Examples of these are shown in Figure S2 for the single
particles from Figure 2 in the main text, where (i) is a
monomer, (ii) and (iii) are fused dimers with high and
low g(2)(0) contrasts, respectively, and (iv) is a non-
fused dimer. Figure S2a displays the intensity fluctua-
tions (‘blinking’) of the single particles and Figure S2b
presents the fluorescence lifetime-intensity distribution
(FLID). In Figure S2b, detections are binned into 50ms
time bins. Each bin is assigned with an intensity value,
by summing over all detections in that bin, and with
an average lifetime, estimated as the temporal delay
from the laser where the detections population drops
by 1

e . In the monomer, there is a clear ‘on’ state with
an emission rate of ∼4 ·104 counts per second (CPS), as
apparent in Figure S2a,b (i). Most photons are emitted
from the ‘on’ state that features a relatively high count
rate and a long lifetime (Figure S2b (i)). In dimers, the
top count rate is higher than the ∼4 · 104 CPS of the
monomer (Figure S2a,b (ii), (iii), and (iv)), which al-
lows their identification. Figure S2b (ii), (iii), and (iv)
do not feature a well-defined ‘on’ state, and emission is
probable at different count rates. The lifetime of the
frequent emitting states is shorter as well.

All of the observed differences can be associated
with the larger absorption cross-section of the dimers
and their larger volume compared to monomers. In
monomers, Auger decay is efficient. Hence emission
from charged and multi-excited states is dimmed. Most
of the detections are emitted from the neutral exciton
state with a high count rate and a long lifetime. In
dimers, the higher count rate is attributed to the nearly
two-fold absorption cross-section (see section S2).3 The
high volume of the dimers decreases the Auger rate,
which increases the contribution of charged and multi-
excited states. Emission from charged states, in par-
ticular, was found to be significant in dimers.2 Accord-
ingly, in dimers, the peak of most detections is shifted
toward intermediate count rates with a shorter lifetime
(Figure S2b (ii), (iii), and (iv)). The fused dimers in
panels (ii) and (iii) also vary in some of their optical
properties. For example, the fused dimer in panel (iii)
exhibits stronger intensity fluctuations than the fused
dimer in panel (ii). We later show that another differ-
ing feature between dimers is the g(2)(0) contrast (see
Figure S6). These different properties were previously
explained by variations in the potential barrier, gov-
erned by the neck thickness.2

The collective overview of the optical properties in Fig-
ure S2 helps to distinguish between monomers and
dimers. The identification of multimers is done accord-
ing to the intensity and g(2)(0) contrast (see section S3).

S2 System and Analyses Param-
eters

This section describes the measurement and analysis
parameters and details some of the progress in the
SPAD detector since previous accounts.4,5

⟨N⟩ Estimation. To assess the saturation intensity,
we follow the procedure in the Supporting Information
of ref. 4. Single pristine monomers were illuminated in
varying intensities, increasing every 10 seconds up to a
maximal value, and then decreasing following the same
steps (see Figure S3a). In order to assess the emission
saturation, we plot the intensity histogram for each ex-
citation power and identify the ‘on’ state peak. We use
these data points to fit a saturation curve model (see
Figure S3b):6

P = A(1− eI/Isat) (1)

P is the ‘on’ state peak and I is the excitation power.
The fitted parameters are Isat, which is the saturation
power, and A, the asymptotic ‘on’ state peak. We then
estimate the average number of absorbed photons per
excitation pulse as ⟨N⟩ = Iused

Isat
, where Iused is the laser

intensity used in the experiment (dashed purple line in
Figure S3b).

This model assumes negligible contribution by multi-
excitation recombinations, which is validated by
g(2)(0)≈0.09 for pristine monomers under the illumi-
nation power in this study. For pristine monomers, we
obtain ⟨N⟩=0.1± 0.07. The same procedure was done
for single fused dimers and resulted in ⟨N⟩=0.14±0.11.
Dimers are the product of joining two monomers. Thus
we expect a two-fold absorption cross-section. Yet, as
discussed above, emission from charged states is sig-
nificant, whereas emission from the ‘on’ state is less
frequent. This results in an underestimation of the in-
tensity of the ‘on’ state in each excitation power, which
reduces the calculated ⟨N⟩. Still, we can set an up-
per limit of ⟨N⟩≈0.2 for dimers, as they consist of two
monomers.
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Figure S3: Saturation Experiment of a Pristine
Monomer. a) Intensity fluctuation trace (shown as
kilo-counts per second, i.e. kCPS) as a function of time
for a single pristine monomer under varying illumina-
tion powers. The laser intensity increases in 10 seconds
steps and then decreases back after reaching the max-
imum power. b) In blue circles, the intensity of the
‘on’ peaks at each illumination power. The red line
indicates the saturation curve fit. The dashed purple
line indicates the power used in the experiments of this
study (160 nW). For this particle ⟨N⟩=0.08±0.07 (68%
confidence interval).

SPAD Detector. The main difference between the
experimental setup used in this work and the one de-
picted in refs. 4,5 is an updated pixel wiring config-
uration of the detector by the manufacturer. Neigh-
boring pixels are now active during the measurement,
compared with an every-other-pixel configuration in the
previous version. The higher fill factor leads to a two-
fold enhancement of the single-photon detection proba-
bility, which translates to a dramatic four-fold enhance-
ment in the photon-pair detection probability. The use
of neighboring pixels also increases the probability of
inter-pixel optical crosstalk (a detailed description of
its characterization could be found in ref. 7), which re-

quired closer attention to the corrections made. The
crosstalk and dark counts contribution was calculated
for each spectral-temporal bin of the 1X and BX 2D
histograms and subtracted from the raw signal.

Analyses Parameters. Sequential photon emissions
that were both detected after the same laser excitation
pulse were registered as heralded events, as depicted
in the main text. This, providing that they met the
following temporal and pixel constraints. The first de-
tected photon of the pair (BX) was constrained between
−0.5 and 20 ns delay from the laser pulse peak. The
lower gate is to accommodate for the instrument re-
sponse function (IRF) of the system (some detections
will seem to arrive before the excitation pulse due to
detector jitter and excitation pulse width). The sec-
ond photon of the pair (1X) was gated between 0.5 to
60 ns delay from the first photon. The non-zero lower
gate serves to exclude events where the detection order
is not clear, and diminish the contribution of crosstalk
events (both feature temporal response corresponding
to the system IRF). The upper bounds for both de-
tections (BX and 1X) are longer than their respective
lifetimes but significantly shorter than the laser pulse
period (200 ns). This was chosen to lower signal loss
while maintaining low dark counts contributions and
ensuring both photons originated from the same exci-
tation pulse. In addition, because of the detection dead
time, mentioned in the Methods section in the main
text, sequential detections in the same pixel could only
occur if the photons are 15 ns apart or longer. There-
fore, photon pairs that were detected at the same pixel
were excluded entirely to prevent bias in favor of longer-
lived photon cascades. After sifting the raw data for
cascaded BX–1X events, statistical corrections for dark
counts and crosstalk were applied to subtract false de-
tections, following the scheme outlined in refs. 4,5.

Biexciton Components Distinction. Biexciton
(BX) events (i.e., the first detected photon of each
post-selected photon cascade) were fitted to two inde-
pendent exponentially decaying components, as men-
tioned in the main text. The distinction of two BX
sub-populations, one slowly- and one fast-decaying, was
based on preliminary results for monomers and pristine
monomers (see Figure S4). These showed a weighted
mean BX lifetime (calculation mentioned in the main
text) of the two BX components no greater than 0.6 ns.
Therefore, a threshold of 1 ns ns lifetime was chosen to
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distinguish between “fast” and “slow” BX components.

This distinction was made assuming that the emergence
of a slow component in dimers would be due to a phys-
ical process not available in monomers. Indeed, Fig-
ure S5 shows two distinct populations of fused dimers.
All fused dimers have at least one BX component with
a sub-ns lifetime (blue area). For most of them, the sec-
ond BX component also has a sub-ns lifetime (orange
area overlapping the blue area), while for the minority,
the second component has a lifetime of 1 ns or above
(orange area not overlapping the blue area).
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Figure S4: BX Lifetime of Monomers and Pris-
tine Monomers. Weighted mean of BX lifetimes of
the two BX components for monomers and pristine
monomers.

S3 Supporting Analyses

This section includes further analyses performed on the
single-particle level. It describes the calculation for the
zero-delay normalized second-order correlation of pho-
ton arrival times (g(2)(0)) and presents it for the single
particles in Figure 2 in the main text, as an example.
Then, it follows with further aggregate analyses that
support the information in the main text. All support-
ing analyses were performed on the same raw data col-
lected for the heralded spectroscopy and used in the
main text.
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Figure S5: Decay Lifetime of BX Components in
Fused Dimers. The lifetime distribution of the two
BX components in all fused dimers, without categoriz-
ing them to “slow” and “fast” components as shown
in other figures. In orange, the component with the
longer lifetime out of the two and in blue, the one with
the shorter lifetime.

g(2)(0) Calculation. The g(2)(0) was calculated and
corrected for errors emanating from dark counts and
inter-pixel crosstalk according to the protocol detailed
in ref. 7. Briefly, each combination of SPAD array pix-
els pair is treated as the arms of a Hanbury Brown and
Twiss photon correlation setup. Pairs of photon detec-
tions are counted according to the delay between them
(τ) and binned to ∼2.5 ns bins to form the second-order
correlation of photon arrival times, or G(2)(τ) (after the
aforementioned corrections are applied).

Figure S6 displays G(2)(τ) of the single particles shown
in Figure 2 in the main text. It shows a series of peaks
corresponding to the laser excitation period (200 ns).
The ratio between the area under the central peak and
the average area under the other peaks is termed the
zero-delay normalized second-order correlation of pho-
ton arrival times (g(2)(0)). To eliminate the dominant
contribution of crosstalk at shorter τ , the G(2)(0) bin
is zeroed. To avoid a biased area ratio between peaks
with and without the exclusion of the peak point, the
other peak points are also zeroed and excluded from
the g(2)(0) calculation. The particles shown display
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g(2)(0) values of (i) ∼0.09, (ii) ∼0.13, (iii) ∼0.37 and
(iv) ∼0.45.
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Figure S6: Second-Order Correlation of Photon
Arrival Times. G(2)(τ) of the single particles shown
in Figure 2 in the main text. (i) A monomer, a fused
dimer with a (ii) high and a (iii) low g(2)(0) contrast,
and a (iv) non-fused dimer. The value of G(2)(τ) in-
dicates the number of photon pairs detected τ apart.
The ratio between the area under the central peak and
the average area under the other peaks is termed the
zero-delay normalized second-order correlation of pho-
ton arrival times (g(2)(0)). To eliminate the dominant
contribution of crosstalk at shorter τ , the central bin of
each peak is zeroed.

Comparison to Pristine Monomers. Figure S7
shows the emission spectrum peak as a function of the
overall lifetime (τall), i.e., the weighted mean lifetime
assessed for all detections, for each particle. All detec-
tions from a single measurement, binned according to
the delay from their preceding laser pulse, are fitted to
a bi-exponential decay model. The weighted mean of
both lifetimes is then used to assess the overall lifetime.
Figure S7a displays this plot for monomers only and
shows a negative correlation between the overall life-
time and emission energy. Figure S7b shows the same
plot, but for all particle types. The non-fused dimers
and pristine monomers have a similar distribution in en-
ergy. This makes sense since pristine monomers are the
building blocks of the non-fused dimers, both of which
did not undergo fusion. Both particle types are slightly

blue-shifted relative to monomers, that were exposed
to the same fusion conditions as the fused dimers. This
is due to the ripening process that occurs during fu-
sion, which resulted in further shell growth and thus, a
red-shift in emission energy. An additional red-shift is
observed in fused dimers compared to monomers. We
attribute this shift to the hybridization of the electron
wave function and the additional shell volume in the
neck region.

Figure S7: Lifetime as a Function of the Peak of
Emission Spectrum. Weighted mean of the lifetimes
of all detections as a function of the emission peak for
(a) monomers only and for (b) all particles, colored
according to particle type. p-value: p-value of Pear-
son’s linear correlation. ρ: Pearson’s linear correlation
coefficient. In panel (b), lines to the left and beneath
the axes represent the marginal distributions as kernel
density plots, with colors matching the particle type.
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Figure S7 also shows that the lifetimes of monomers
and pristine monomers have similar distributions, while
fused dimers exhibit slightly shorter lifetimes, possi-
bly due to increased emission from charged and multi-
excited states.2 Non-fused dimers display a signifi-
cantly shorter decay lifetime than pristine monomers.
This might be due to the architecture of the non-
fused dimers, increasing charge-trapping in the region
between the two QDs and increasing occupation of
charged exciton states, with shorter lifetimes than the
neutral exciton state, thus shortening the effective de-
cay lifetime of emission.

A further confirmation regarding the assumption of
monomers’ shell growth is shown in Figure S8, which
compares the weighted mean of the BX shifts (∆BX)
of the two BX components for monomers and pristine
monomers. The weighted mean is calculated accord-
ing to each component’s relative contribution, as shown
in Figure 4 in the main text. Monomers exhibit a
slightly stronger BX shift than pristine monomers. This
stronger shift agrees with the suggested shell growth
in monomers, allowing electrons to delocalize further
into the shell. Thus, hole–hole repulsion is given more
weight, leading to further blue-shift.8
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Figure S8: BX Shifts of Monomers and Pristine
Monomers. The weighted mean of ∆BX is calculated
by averaging the BX shifts of the two BX components,
weighting them according to their relative contribution.

Additionally, we note that the weighted mean of ∆BX

for pristine monomers (in Figure S8) resembles the
∆BX of the fast BX component of non-fused dimers
(bottom panel of Figure 3a in the main text). The fast
BX component represents the LBX, which is compara-
ble to BX states in monomers. Accordingly, we see sim-
ilarities in the fast BX component’s ∆BX of monomers
and fused dimers, which underwent fusion, and of pris-
tine monomers and non-fused dimers, which did not
undergo fusion.

g(2)(0) of Two Uncorrelated Photo-emitters and
the Non-fused Dimers Sample. At the low exci-
tation regime of this experiment (⟨N⟩≪1), the pho-
ton antibunching is expected to be proportional to the
BX quantum yield (QY) so that g(2)(0)∼QYBX

QY1X
.9 If we

assume unity for the QY1X , then g(2)(0)≃QYBX . To
set an upper bound for the expected g(2)(0) for non-
fused dimers, we consider them as two uncorrelated
monomers. To be more accurate, pristine monomers
are the building blocks of non-fused dimers, featuring
a g(2)(0) distribution of 0.09±0.02, which is similar to
monomers (g(2)(0)=0.1±0.03). The calculation here is
done by counting the probabilities for the different con-
figurations of two detections following the same laser
pulse (G(2)(τ) central peak, or G(2)(center); see Fig-
ure S6) and sequential laser pulses (G(2)(τ) side peaks,
or G(2)(∞)). Considering two uncorrelated monomers,
termed as emitter “A” and emitter “B”, the possi-
ble configurations that contribute to G(2)(∞) are A-
A, B-B, A-B, and B-A, corresponding to the proba-
bility of two emissions a laser period (200 ns) apart.
Each character represents an emission from the cor-
responding emitter (”A” or ”B”). Since we assume
QY1X≈1, this sums up to G(2)(∞)=4. The possible
configurations that contribute to G(2)(center) are AA,
BB, AB, and BA, corresponding to the probability of
two emissions following a single excitation pulse. The
AA and BB configurations represent the probability of
a BX–1X emission cascade in a monomer. Hence, they
are equal to QYBX,monomer≃g(2)(0)=0.1±0.03. In con-
trast, the AB and BA configurations represent two non-
interacting single excitons. Hence their probability is
1, as shown before. Consequently, the expected g(2)(0)
contrast for two uncorrelated single photon emitters is

g(2)(0) = G(2)(center)
G(2)(∞)

≈ 2·1+2·0.1
4·1 =0.55.

We note that the non-fused dimers measured can
be categorized into two distinct populations, with
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g(2)(0)<0.55 and g(2)(0)>0.55 (see Figure S9). The
first population suggests that even for the non-fused
dimers, some interaction between segregated excitons
may exist, which leads to enhanced antibunching. We
attribute the second category of g(2)(0)>0.55 to contri-
bution from oligomers or charged states. The architec-
ture of the non-fused dimers may increase charge trap-
ping in the region between the two QDs. The charged
excitons will undergo fast Auger decay and decrease the
1X and BX QYs. As the QY of the 1X is much more
sensitive to charging than that of the BX,10 g(2)(0) con-
trasts might exceed expected values, for g(2)(0)∼QYBX

QY1X

at the ⟨N⟩ ≪ 1 regime of this experiment (Figure S3).9

Figure S9 displays all particles from the non-fused
dimers sample (except ones classified as monomers).
Two distinct populations can be observed: one with
g(2)(0)<0.5 and another with higher values. To
avoid the possible inclusion of oligomers or highly
charged particles, in this work we set a threshold of
g(2)(0)<0.55, and omitted non-fused dimers with higher
g(2)(0) values.
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Figure S9: g(2)(0) Values from the Non-fused
Dimers Sample. Photon antibunching for all
particles from the non-fused dimers sample (except
ones classified as monomers), without filtering for
g(2)(0)<0.55.

Figure S10: Number of Heralded Events, Bright-
ness and g(2)(0). The number of BX events is shown
as a function of (a) the total number of detections in
a 5-minute measurement, (b) the maximal counts per
second (CPS) in a 10ms bin, and (c) the g(2)(0), col-
ored according to particle type. Lines to the left and
above the axes represent the marginal distributions as
kernel density plots, with colors matching the particle
type.
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BX Detection Count. Figure S10a features the num-
ber of BX detection events as a function of the total
number of detections for each 5-minute measurement.
The excitation probability of single or multiple excitons
follows the Poisson distribution.11 Hence, for bright sin-
gle particles, dominated by radiative exciton emission,
more BX emission is expected as well. Therefore, a
positive correlation is observed between the two vari-
ables. Figure S10a shows that on average, fused dimers
are about as bright as monomers, whereas Figure S10b
shows that upon binning the detections (10ms bins),
fused dimers exhibit higher maximal brightness (the
bin with the most detections is taken as the maximum
momentary brightness). These two observations sup-
port prior claims regarding the prevalence of charged
states in dimers.2 Fused dimers have a higher absorp-
tion cross-section than monomers and therefore present
a brighter ‘on’ state (as appears in Figure S10b).3 How-
ever, they are frequently charged, which reduces their
overall counts.

As mentioned earlier, at the low excitation regime of
this experiment (⟨N⟩≪1), the photon antibunching
(g(2)(0)) is expected to be proportional to the BX quan-
tum yield.9 Accordingly, a strong correlation between
the g(2)(0) and the number of BX events is observed in
Figure S10c.

BX Components Shift. Figure 4 in the main text
displays a variation in the mean BX shift and BX life-
time as a function of g(2)(0), especially for fused dimers.
The fused dimers’ distribution of the fast BX shift is
uncorrelated with variation in g(2)(0) (Figure S11a).
Non-fused dimers exhibit a slightly weaker fast BX
shift, however, this is attributed to the increasing con-
finement in their constituent thinner-shell QDs, as ex-
plained in the main text. In contrast to the fast compo-
nent, the BX shift of the slow BX component in fused
dimers does show a stronger correlation with g(2)(0)
(Figure S11b). Nevertheless, it shows a negative corre-
lation with g(2)(0), opposite from the trend observed in
Figure 4 in the main text. The slow BX component con-
tribution, however, is positively correlated with g(2)(0)
(Figure 4c). This trend corresponds to our suggestion
in the main text that the variations in the mean BX
shift and BX lifetime are carried out by the changing
ratio between the contributions of the two BX compo-
nents, and not by a change in the BX states’ energetics.

Figure S11: BX Shifts as a Function of g(2)(0).
BX shifts (∆BX) of the (a) fast and the (b) slow BX
components of each particle, as a function of photon
antibunching. Most of the fused dimers and monomers
do not appear in (b) because they do not exhibit a slow
BX component at all.

BX Spectral Width. The overall BX spectral width
is assessed here by fitting the whole BX population
(without separation into different components) to a
Voigt profile. In Figure S12, the full width at half max-
imum (FWHM) for each particle, according to type, is
plotted against g(2)(0). The BX FWHM increases with
g(2)(0), which is correlated with an increase in SBX
emission over LBX, as observed in the increasing con-
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tribution of the slow BX component in Figure 4c in the
main text. This agrees with the expected BX spectral
broadening due to an increased emission by transitions
4 and 5 (see Figure 5 in the main text) as the SBX
emission increases. This is compared to a spectrally
narrow BX emission expected for particles with a dom-
inant LBX emission (monomers and most of the fused
dimers), that would emit BXs mainly through transi-
tion 3.

Figure S12: BX Spectral Width. The full width
at half maximum (FWHM) of the whole BX emission,
according to its fit to a Voigt profile, as a function of
g(2)(0), colored according to particle type.

BX Initial Occupation. To study the initial occu-
pation of the different BX species, we examine the rel-

ative amplitude of the two components, i.e.,
ai
τi∑2

i=1
ai
τi

from Equation 1 in the main text. This quantity is at-
tributed to the relative weight of each component at
t = 0 (compared to ai∑2

i=1 ai
which means the total con-

tribution of each component between t = 0 and t = ∞;
see Figure 4c in the main text). Following the Pois-
son distribution, the probabilities to initiate each of the
BX states is PLBX≃2PBX=2(1− (1 + ⟨N⟩)e−⟨N⟩) and
PSBX≃P 2

1X=(1 − e−⟨N⟩)2. In the ⟨N⟩ ≪ 1 regime of
this experiment, their ratio is ∼1, so we would expect
that the initial excitations of the LBX and of the SBX
states would be with a similar probability. This agrees
well with the similar relative amplitude for the fast and

slow BX components (which we attribute to the LBX
and the SBX, respectively), observed in Figure S13 for
non-fused dimers (relative amplitude of 40±10% for the
slow component).

In comparison, all fused dimers exhibit a greater am-
plitude for the fast BX component (slow component
relative amplitude <50%). This agrees with our as-
sumption of exciton kinetics coming into play in our
observations. As the neck size increases (i.e., g(2)(0)
values decrease), we assume that the inter-dot trans-
fer mechanisms become much faster than the radiative
lifetime (τT≪τr). Therefore, the transition of SBX to
LBX (which we suggest is the BX ground state) is faster
than our detection resolution, resulting in an apparent
increased occupation of the LBX state over the SBX. In
addition, for a homodimer case, the SBX state would
be the ground state, which will result in a greater SBX
initial occupation. All of the fused dimers and most
of the non-fused dimers have a relative slow BX am-
plitude of <50%, showing the dominance of the LBX
state, which also supports our assumption regarding
the heterogeneity of all dimers.
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Figure S13: Slow BX Component Initial Occupa-

tion. The relative amplitude
a1
τ1∑2

i=1
ai
τi

of the slow BX

component is shown as a function of g(2)(0). Only par-
ticles that featured some contribution of the slow (life-
time of >1 ns) BX component (as defined in the main
text) are shown.
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S4 Quantum Mechanical Simu-
lations

Calculated Monomer BX Binding Energy. Fig-
ure S14 features the calculated BX binding energy of a
monomer as a function of its core radius. The total core
and shell radius is fixed to 3.4 nm while the core radius
alone is varied. For the core radius in this experiment
(∼1.35 nm) εb≈ − 34meV, which is a stronger 1X–1X
interaction than the one observed experimentally (see
Figure 3a in the main text).
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Core Radius (nm)

-50

-45

-40

-35

-30

-25

-20

-15

ε b (m
eV

)

Figure S14: Calculated Monomer BX Binding
Energy. The BX binding energy of a monomer with a
fixed total radius (core + shell) of 3.4 nm as a function
of the core radius. The black dots are calculated val-
ues, while the black dashed line is a guide to the eye.
The red dot indicates the approximate core size of the
particles studied experimentally.

Neck Size Effect on BX Binding Energy. Fig-
ure S15 exhibits the calculated effect the neck size has
on the BX binding energy in homodimers. The BX
binding energy is always close to zero, which is a result
of the weak inter-dot 1X–1X interaction in the SBX
state (i.e., the lower-energy BX state in homodimers;
see main text). The neck size has a minor influence
on the electronic structure because the wave functions
of both the electrons and holes are mostly localized in
or around the respective cores. The neck was found to
have a negligible effect on the BX binding energy in the

heterodimer case as well. Notice that the y-axis units
in Figure S15b are in meVs, displaying a change in εb
of <1meV while varying from a dimer with almost no
connecting neck (n=4nm) to a one with a ‘rod-like’
geometry (n=7nm).

Figure S15: Neck Size Effect on BX Binding En-
ergy. a) Illustrations of homodimers with a small (left)
and a large (right) neck size. b) The BX binding en-
ergy of a homodimer is shown as a function of n, which
is the semi-axis of the ellipsoidal shell in the coupling
direction of the dimer. An increase in n corresponds to
a larger neck size, as explained in the main text. The
black dots are calculated values, while the black dashed
line is a guide to the eye.
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