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a b s t r a c t 

Previous studies have shown that machine-learning (ML) algorithms can “predict ” sex based on brain anatomical/ 
functional features. The high classification accuracy achieved by ML algorithms is often interpreted as revealing 
large differences between the brains of males and females and as confirming the existence of “male/female 
brains ”. However, classification and estimation are different concepts, and using classification metrics as surrogate 
estimates of between-group differences may result in major statistical and interpretative distortions. The present 
study avoids these distortions and provides a novel and detailed assessment of multivariate sex differences in gray 
matter volume (GMVOL) that does not rely on classification metrics. Moreover, appropriate regression methods 
were used to identify the brain areas that contribute the most to these multivariate differences, and clustering 
techniques and analyses of similarities (ANOSIM) were employed to empirically assess whether they assemble 
into two sex-typical profiles. Results revealed that multivariate sex differences in GMVOL: (1) are “large ” if not 
adjusted for total intracranial volume (TIV) variation, but “small ” when controlling for this variable; (2) differ in 
size between individuals and also depends on the ML algorithm used for their calculation (3) do not stem from 

two sex-typical profiles, and so describing them in terms of “male/female brains ” is misleading. 
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. Introduction 

The study of sex differences in the brain is rather unique because it
rouses great interest and heated debates within and outside the scien-
ific realm ( Maney, 2015 ; O’Connor and Joffe, 2014 ). In this regard,
ome researchers argue that differences between females and males
re so substantial and widespread that brains can be considered “sex-
ally dimorphic ” or “male/ female brains ” (e.g., Cahill 2014 , 2006 ,
ngalhalikar et al. 2014 , Lombardo et al. 2012 ). Conversely, other re-
earchers think males and females are more similar than different in
ost, if not all, brain features, and that the existing sex differences lack

he necessary internal consistency to constitute two types of brains, one
ypical of males and other typical of females (e.g., Eliot et al. 2021 ,
oel 2021 , 2011 , Rippon et al. 2014 ). However, most, if not all, scien-
ists agree that sex differences in the brain exist, and that the use of neu-
oimaging techniques to investigate them will help to understand their
ossible differences in behaviorally relevant domains (e.g., when trying
Abbreviations: %CC, percent of correctly classified cases; AAL, automated anatom
unction; CI, confidence interval; CSF, cerebrospinal fluid; GM, gray matter; GMVOL
oefficient; IQR, interquartile range; LDA, linear discriminant analysis; LR, logistic r
CAM, probability of being classified as male; PCP, power-corrected proportions; PO
andom forest; RM, ranking mean; RRP, rank of ranks’ products; SVM, support ve
ithin-class consistency; WM, white matter. 
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o know why the prevalence, course, and prognosis of many neurode-
elopmental, psychiatric, and neurological disorders differ between fe-
ales and males; Clayton, 2018 ; McCarthy, 2015 ; Pinares-Garcia et al.,
018 ). 

Machine-learning (ML) offers new and informatively rich meth-
ds for multivariate exploration of the increasingly large and com-
lex datasets from human neuroimaging studies ( Bzdok, 2017 ). In
he sex differences field, most ML applications have focused on clas-
ification tasks. These studies have effectively shown that ML algo-
ithms can exploit anatomical and/ or functional features to ascertain
hether a brain belongs to a male or to a female with an ≈80–90%
ccuracy ( Anderson et al., 2018 ; Chekroud et al., 2016 ; Feis et al.,
013 ; Joel et al., 2018a ; Luo et al., 2019 ; Rosenblatt, 2016 ; Sanchis-
egura et al., 2020 ; Sepehrband et al., 2018 ; Van Putten et al., 2018 ;
ang et al., 2012 ; Xin et al., 2019 ; Zhang et al., 2021 , 2018 ). Because

his kind of “prediction ” only informs us about what is already known
to which sex category each particular sampled brain belongs), the in-
ical labeling; ANOSIM, analysis of similarities; CDF, cumulative distribution 
, gray matter volume; KDE, kernel density estimate; ICC, intraclass correlation 
egression; MARS, multiple adaptive regression splines; ML, machine learning; 
MP, percentage of the maximum possible; PS, probability of superiority; RF, 

ctor machine; TIV, total intracranial volume; VOI, volume of interest; WCC, 
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erest and relevance of these findings resides more in the brain’s ability
o be classified than in the classifications obtained. Thus, classification
s rarely the true goal of these studies, and the metrics obtained (i.e.,
he percentage of properly classified cases,%CC) are employed to in-
irectly estimate the degree of statistical distinctiveness and/ or sepa-
ateness of the brains of females and males at the multivariate level. In
his regard, a common interpretation of sex classification studies is that,
ecause many and distinct ML algorithms are able to very accurately
dentify sex from brain features, all these algorithms must be identify-
ng a reproducible constellation of brain differences that assemble into
wo clearly distinguishable and sex-specific brain types ( “male/ female
rains ”; e.g., Chekroud et al. 2016 , Luo et al. 2019 , Rosenblatt 2016 ,
epehrband et al. 2018 , Wang et al. 2012 ). 

However, as an approach to assess differences and similarities in the
rains of females and males, classification and its associated metrics
resent several statistical and conceptual shortcomings. Most of these
eaknesses arise from the fact that binary classification requires di-

hotomizing a continuous scoring output provided by ML algorithms.
n this regard, the dichotomization of a continuous variable is rarely
ustified from either a conceptual or statistical perspective ( Altman and
oyston, 2006 ; Cohen, 1983 ; Harrell, 2015 ; MacCallum et al., 2002 ),
iven that it is well known that it results in a “loss of information about
ndividual differences as well as havoc with regard to estimation and in-
erpretation of relationships among variables ” ( MacCallum et al., 2002 ,
ages 19–20). In a similar vein, “classification through forced up-front di-
hotomization in an attempt to simplify the problem results in arbitrariness
nd major information loss ” ( Harrell, 2015 ,page 4). 

More specifically, as an approach to assess differences, classifica-
ion through dichotomization is problematic because it requires pre-
efining and applying a threshold from which all the cases above it
re assigned to a category and all the cases below it are assigned to
he alternative category. Thus, even when using a non-arbitrary thresh-
ld, classification through dichotomization results in arbitrariness be-
ause individuals who are close to the cutoff but on opposite sides it are
reated as if they were totally different (when they are quite similar),
hereas all the individuals located on each side of the threshold are

reated as if they were identical (when they are not) ( Altman and Roys-
on, 2006 ; Harrell, 2015 ; MacCallum et al., 2002 ). This removes all the
nformation about individual differences within each category, but also
bout the between-categories separation ( Cohen, 1983 ; Harrell, 2015 ;
acCallum et al., 2002 ). In fact, because classification replaces quan-

itative information with nominal labels, any numerical information or
elationship is lost, and subsequent inferences are very much limited to
hose based on the relative frequency of each label/ category. All these
hortcomings are clearly reflected in the most commonly used classifica-
ion metric, the%CC, which is considered a “very insensitive and statisti-
ally inefficient measure ” ( Harrell, 2015 , page 258) that provides a count
or the cases above/ below the threshold, regardless of how far these
ases are from the threshold or their actual scores on any previously
valuated variable. As such, the%CC does not allow (and, when used
s a single summary metric, it precludes) to describe the original out-
ome’s distribution, summarizing the individuals’ scores or estimating
he actual size of between-group differences. 

All these limitations are overcome if dichotomization is avoided and
he scores obtained from ML algorithms (e.g., class probabilities) are
sed as a continuous dependent variable on which individual and group
ifferences can be assessed. This alternative use of the ML algorithms’
utput is long-known and it can be traced back to the “gender diag-
osticity ” approach developed by Lippa & Connelly, who were proba-
ly the first to propose “to compute diagnostic probabilities of class mem-
ership that can then serve as individual difference measures ” ( Lippa and
onnelly, 1990 , page 1054). Since then, this approach has been pro-

usely exploited in psychological research, but we are only aware of one
tudy that has employed it in the neuroimaging field ( Zhang et al., 2021 ;
or conceptually-related approaches, see Phillips et al. 2019 , van Eijk
t al. 2021 ). The scarcity of studies using this approach is surprising
2 
ecause, when the aim is to assess sex (or other between-group) differ-
nces, it has at least two main advantages over the classification ap-
roach. First, it treats females and males as two empirical distributions
hat spread at different probability levels within particular ranges of the
utcome’s continuum (instead of as two nominal categories), hence al-
owing to explore and quantify within- and between-sex variation. Sec-
nd, the divergences between these male and female distributions can
e explored with a wide variety of statistical methods that can provide
uantitative and meaningful effect sizes. 

Therefore, in the present study, we adopted this approach to as-
ess the possible multivariate sex differences in gray matter volume
GMVOL) without resorting to classification or its metrics. Because the
izes of univariate volumetric sex differences ( Sanchis-Segura et al.,
019 ; van Eijk et al., 2021 ; Williams et al., 2021 ) and sex-classification
ccuracy ( More et al., 2020 ; Sanchis-Segura et al., 2020 ) are strongly
nfluenced by total intracranial volume (TIV), this assessment was con-
ucted with raw estimates of GMVOL and after adjusting these estimates
ith the well-validated ( Sanchis-Segura et al., 2020 , 2019 ) power-

orrected proportions method ( Liu et al., 2014 ; PCP). More specifically,
he raw and PCP-adjusted GMVOL estimates of the 116 brain areas
efined by the AAL atlas ( Tzourio-Mazoyer et al., 2002 ) were intro-
uced as features of five different classification algorithms, which were
rained and tested in two independent, sex-balanced, samples ( n = 288
nd n = 150 per group, respectively) in order to obtain the individu-
ls’ class probabilities (in this case, operationalized as the probability of
eing classified as male; PCAM). PCAM scores allowed to map females
nd males into a [0,1] continuum, and their distributional differences
ere thoroughly explored with robust statistical and graphical meth-
ds ( Callaert, 1999 ; Handcock, 1998 ; Rousselet et al., 2017 ; Wilcox and
ousselet, 2018 ) to quantify the size of their multivariate differences in
MVOL. In a second step, the brain areas that contributed the most to

he PCAM scores yielded by each algorithm in each dataset were identi-
ed by means of boosted-beta regressions ( Schmid et al., 2013 ). These
nd other complementary analyses made it possible to assess whether or
ot different algorithms provide similar outcomes and identify the same
rain architectures as typical of females and males and, therefore, eval-
ate whether there are “male/ female brains ” at the neuroanatomical
evel. 

. Materials and methods 

.1. Participants 

The present study was conducted using data from the 1200 Subject
elease of the Human Connectome Project (HCP), which includes struc-

ural Magnetic Resonance Imaging (MRI) data from 1113 healthy young
dult participants ( Van Essen et al., 2013 ). The HCP dataset contains an
nequal number of females ( n = 606) and males ( n = 507) who differ
n age (Mean females = 29.56, Mean males = 27.90, t 1111 = 7.63, p < 4.94 − 14 ).
herefore, we used a self-built algorithm to randomly select a sex-
alanced sample of participants (438 females, 438 males) that did not
iffer in age. This sample was subsequently split into the so-called train-
ng and testing subsamples (see below). 

.2. Imaging and data preprocessing 

.2.1. MRI acquisition and images preprocessing 
The MRI acquisition details for the HCP-sample can be found in

he reference manual of the S1200 release of the HCP ( https://www.
umanconnectome.org/storage/app/media/documentation/s1200/ 
CP_S1200_Release_Reference_Manual.pdf ). 

Images were preprocessed with the CAT12 toolbox ( http://www.
euro.uni-jena.de/cat/ , version r1184) of the SPM12 ( http://www.fil.
on.ucl.ac.uk/spm/software/spm12/ , version 6906) software. CAT12
reprocessing was conducted following the standard default procedure
uggested in the manual. Briefly, it includes the following steps: (1)

https://www.humanconnectome.org/storage/app/media/documentation/s1200/HCP_S1200_Release_Reference_Manual.pdf
http://www.neuro.uni-jena.de/cat/
http://www.fil.ion.ucl.ac.uk/spm/software/spm12/
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egmentation of the images into gray matter, white matter, and cere-
rospinal fluid; (2) registration to a standard template provided by the
nternational Consortium of Brain Mapping (ICBM); (3) DARTEL nor-
alization of the gray matter segments to the MNI template; (4) mod-
lation of the normalized data via the “affine + non-linear ” algorithm;
nd (5) data quality check (in which no outliers or incorrectly aligned
ases were detected). Images were not smoothed because we were only
nterested in the modulated images. 

After applying this procedure, which does not include any cor-
ection for overall head size, voxels were mapped into 116 re-
ions according to the Automated Anatomical Labeling atlas ( Tzourio-
azoyer et al., 2002 ) by calculating the total gray matter volume

or each region of interest (VOI) and participant via a MATLAB
cript ( https://www0.cs.ucl.ac.uk/staff/g.ridgway/vbm/get_totals.m ).
IV was estimated using native-space tissue maps obtained in the seg-
entation step. More specifically, TIV was calculated as the sum of GM,
M, and CSF total values multiplied by voxel size and divided by 1000

o obtain a milliliter (ml) measurement. The estimates of GMVOL in
hese 116 regions were employed as the predictors for the machine-
earning algorithms described below. 

.2.2. Training/ testing subsets and data standardization 
Following current recommendations ( Bzdok and Ioannidis, 2019 ;

astie et al., 2009 ), classification algorithms were fitted and tested in
wo separate and sex-balanced groups of participants , thus allowing
n honest evaluation of the models’ performance and avoiding classi-
cation distortions due to between-class imbalance ( Ali et al., 2013 ;
arcía et al., 2007 ). However, because the HCP sample includes data

rom twins, non-twin siblings, and unrelated individuals, constructing
he training and testing subsamples through simple random assignment
ould result in splitting very similar pairs of individuals (e.g., monozy-
otic twins) across these two subsamples, artificially reducing bias,
nd overestimating the models’ performance. Therefore, in the present
tudy, the training and testing subsamples were constructed using a
hree-step procedure: (1) Families were first randomly grouped into two
on-overlapping sets; (2) Male-female pairs were randomly extracted
rom each set to create a sex-balanced “training pre-sample ” and a sex-
alanced “testing pre-sample ” with appropriate relative sizes (2/3 and
/3, respectively); and (3) To ensure that the final training and testing
ubsamples were sex-balanced and had a similar age mean and distri-
ution, some individuals in these provisional subsamples were replaced
hrough random sampling from the remaining pool of subjects. Thus, the
nal training subsample included 288 females and 288 males, whereas
he testing subsample included 150 females and 150 males of similar
ges (see further details in Supplementary Table 1A and B). These two
ubsamples were also largely free of any relatedness bias because only
3 members (out 300 subjects, 7.66%) of the testing subsample be-
onged to families that were also included in the training subsample. ”

Before being used as predictors, all volumetric variables were trans-
ormed into z -scores to avoid distortions due to their different ranges
 Ali and Smith-Miles, 2006 ; Hastie et al., 2009 ). Standardization was
nitially performed in the training subset , and the exact same scaling pa-
ameters were subsequently used to standardize the testing subset . 

.2.3. TIV adjustment: the raw and the PCP datasets 
Previous studies have shown that the estimates of univariate and

ultivariate sex differences are largely dependent on TIV variation and
hat not all the currently used methods are equally effective and valid
or removing TIV-variation ( Sanchis-Segura et al., 2020 , 2019 ). There-
ore, in the present study, all analyses were conducted twice in the same
ubjects, without introducing any TIV adjustment ( “raw ” dataset) and
fter removing TIV variation with the well-validated power-corrected pro-
ortions (PCP) method ( Liu et al., 2014 ). The PCP method improves the
raditional proportions approach by introducing an exponential correct-
ng parameter in the denominator. More specifically, the adjusted vol-
me of interest (VOI) is calculated as VOI adj = VOI/TIV 

b , where the b
3 
arameter corresponds to the slope value of the LOG(VOI) ∼ LOG(TIV)
egression line ( Liu et al., 2014 ). As when standardizing the data, in this
tudy, the LOG(VOI) ∼ LOG(TIV) regression lines were calculated using
he data of the individuals in the training subset, and the same b param-
ters obtained in this subset were used to adjust TIV-related variation
n the testing subset. 

.3. Machine-learning algorithms 

We report and compare the outcomes of five classification algorithms
hat differ in their assumptions (Supplementary Table 1C) and that pro-
ide an adequate representation of the principal “families ” of machine-
earning classifiers. 

Testing several ML algorithms is important because algorithms’
nternal operations are very much dependent on these assumptions
 Hastie et al., 2009 ; Kiang, 2003 ) and may potentially lead to different
utcomes. Thus, comparing and/or combining the outcomes of differ-
nt ML algorithms should lead to more robust and generalizable find-
ngs and conclusions ( Breiman, 2001 ; Hancox-Li, 2020 ). The outcomes
onsidered in this study included common classification metrics (such
s the percentage of correctly classified cases,%CC), but also novel and
lternative ones that were obtained by using the posterior classification
robabilities obtained from ML algorithms (in this case, operationalized
s the probability of being classified as male, PCAM) as a continuous vari-
ble (see details in Section 2.4 ). 

All the ML classifiers were implemented and cross-validated (5 folds;
0 repeats) using the interface provided by the caret package for R. In
lphabetical order, the predictive algorithms used in the present study
ere: 

– Linear Discriminant Analysis (LDA): Implemented by the default op-
tions of the lda function from the MASS package ( Venables and Rip-
ley, 2002 ). 

– Logistic Regression (LR): Implemented by the glm function (family =
“binomial ”) of the stats package natively included in R Core Team
(2020 ). 

– Multiple Adaptive Regression Splines (MARS): Implemented by the
earth function of the earth package for R ( Milborrow, 2019 ).
The hyper-parameters of the model were determined by a cross-
validated grid search assessing 30 possible combinations (degree:
1–3, nprune = 2–116, length.out = 10). 

– Random Forest (RF): Implemented by the rf function of the random-
Forest package ( Liaw and Wiener, 2002 ), built up by aggregating 500
classification trees, each of them using 10 randomly selected predic-
tors. 

– Support Vector Machine with a radial kernel (SVM): Imple-
mented using the svmRadial function of the kernlab package for
R ( Karatzoglou et al., 2004 ). The tune function (tenfold cross-
validation) was used to automatically select the optimal values for
the regularization and kernel-width hyper-parameters. 

.4. Statistical analyses 

All statistical analyses were conducted in the testing subsamples
f the raw and the PCP datasets using different packages for R
 R Core Team, 2020 ). Statistical analyses focused on description and
ffect sizes estimation rather than merely testing statistical signifi-
ance ( Wasserstein and Lazar, 2016 ). All effect size estimates were ac-
ompanied by 95% confidence intervals (CI), and, when appropriate,
hese effects were also reported in terms of their percentage of the
aximum possible (POMP) score. POMP scores were calculated using

he POMP formula = [( observed value - minimum possible value )/( maximum
ossible value - minimum possible value )] ∗ 100 (see further details in
ohen et al. 1999 ), Grissom and Kim 2012 ). Moreover, when statistical
ignificance was tested, p values were corrected for multiple compar-
sons with the FDR ( Benjamini and Hochberg, 2018 ) or -when compar-
ng deciles (see below)- with the Hochberg method ( Hochberg, 1988 ). 

https://www0.cs.ucl.ac.uk/staff/g.ridgway/vbm/get_totals.m
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.4.1. Algorithms’ performance: predictive accuracy 
Algorithms’ performance was initially measured as the percentage

f correctly classified cases (%CC) and its 95% CI. These%CC scores
ere initially compared with the chance-expected value of 0.5 with one-

ided binomial tests and with each other by means of the McNemar’s
est. Classification bias (whether females or males had higher chances
f being misclassified) was also assessed using the McNemar’s test. The
etails of these analyses are presented in the Supplementary Material. 

.4.2. Assessing multivariate sex differences in GMVOL 
As originally proposed by Lippa and Connelly (1990) , we used the

lassification probabilities obtained from ML algorithms (in this case,
perationalized as the probability of being classified as male, PCAM) as a
ontinuous dependent variable on which individual and between-group
ifferences can be quantified. At this respect, it is important to note
hat, although some algorithms are probabilistic (e.g. logistic regression)
nd others are not (e.g., SVMs), classification probabilities are obtain-
ble from probabilistic and non-probabilistic algorithms ( Chen et al.,
021 ). It should be also noted that in the present study the PCAM is
sed as a mere quantitative score that allows ranking the cases from
he most probable to the least probable member of one class but that is
evoid of any predictive aim. Therefore, this use of PCAM scores is free
f calibration-related concerns ( Chen et al., 2021 ; Niculescu-Mizil and
aruana, 2005 ). 

The males and females’ PCAM distributions obtained from each algo-
ithm in each dataset were first described through bootstrap estimates of
ppropriate statistics (skewness, kurtosis, deciles, inter-quantile range
nd variance; repetitions = 10,000). Differences between the overall
CAM distributions yielded by different algorithms were tested through
 series of independent Kolmogorov-Smirnoff tests. In a second step,
CAM scores were used to quantify the multivariate sex differences in
MVOL at different levels. 

ex differences in PCAM scores: single-measure estimates. Possible sex dif-
erences in PCAM dispersion measures (variances and inter-quantile
anges, IQR) were assessed through the original version and a cus-
omized version of the comvar2 function included in the freely accessible
allfun-v38 file ( https://dornsife.usc.edu/labs/rwilcox/software/ ). 

The overall degree of similarity between the PCAM density distribu-
ions for males and females was quantified using the 𝜂 overlap index.
he 𝜂 index measures the area intersected by two probability density
unctions, and it is conceptually related to other measures of overlap,
uch as the Kullback-Leibler divergence and the Bhattacharyya’s dis-
ance. However, unlike these overlap metrics, 𝜂̂ can be estimated in the
bsence of symmetry, unimodality, or any other distributional assump-
ion ( Pastore and Calcagnì, 2019 ). In the present study, kernel density
stimation (KDE) and 𝜂̂ were obtained through the boot.overlap (10,000
epetitions) function of the overlapping package for R ( Pastore, 2018 ).
 second and complementary estimate of these sex differences at the
istribution level was obtained by calculating the probability of superi-
rity (PS). The PS is defined as the probability that a randomly sampled
ember of group A will have a higher score than the score attained by a

andomly sampled member of group B. More specifically, the probability
hat males’ PCAM scores would be higher (PS M 

), equal to, or lower than
hose of females (PS F ), along with the Cliff’s 𝛿 statistic ( Cliff, 1993 ) and
ts 95%CI, was obtained through the cidv2 function of the rogme package
 Rousselet et al., 2017 ) . 

ex differences in PCAM scores: relative distribution methods and quantile
ifferences. Because no single score can properly summarize the dif-
erences between two distributions ( Callaert, 1999 ; Cook et al., 2016 ;
el Giudice, 2019 ; Grissom and Kim, 2012 ; Handcock and Morris, 1999 ;
ousselet et al., 2017 ), male-female differences in the PCAM continuum
ere characterized by comparing their cumulative distribution func-

ions (CDF; Callaert, 1999 ; Grissom and Kim, 2012 ). CDFs make it possi-
le to directly estimate the proportion of cases in each group with PCAM
4 
alues equal to or lower than any possible cutoff, but also the propor-
ion of subjects in one group have PCAM values equal or lower than a
iven proportion of cases in another group ( Callaert, 1999 ; Grissom and
im, 2012 ). Within each CDF, sex-based comparisons were conducted at
ach decile with the shifthd_pbci function (bootstrap: 10,000 repetitions)
f the rogme package ( Rousselet et al., 2017 ). The shifthd_pbci -and other
unctions of this package described below- use the Harrell-Davis quan-
ile estimator in conjunction with a percentile bootstrap approach to cal-
ulate the deciles and the between-groups differences at those deciles.
nlike traditional parametric methods, this approach ensures that the
stimates fall within the bounds of the PCAM distribution [0,1], thus
reventing inappropriate inferences. Moreover, during the calculation
f these deciles’ differences, the corresponding 95% CIs are calculated,
nd the significance level is adjusted for multiple comparisons using the
ochberg method. Thus, when one of these CIs does not include the
ero value, the difference might be declared statistically significant at
< 0.05 without being concerned about Type I error ( Rousselet et al.,
017 ). 

With the decile estimates obtained, the so-called shift functions
 Wilcox and Rousselet, 2018 ) were also calculated. The shift-function
lots the between-groups decile differences against the deciles of one
roup, thus providing a complete picture of how, and by how much,
he score distribution of one group should be re-arranged to match that
he scores’ distribution of another group (for a detailed description, see
ousselet et al. 2017 ). Finally, we also compared whether the estimated
ize of the female-male differences at D5 (median) differed between
lgorithms and within the deciles of the PCAM distributions obtained
ith each algorithm. These comparisons were conducted with the origi-
al bwquantile function (see acknowledgements section) and with a cus-
omized version of this function, respectively. 

Following current recommendations ( Rousselet et al., 2017 ;
ilcox and Rousselet, 2018 ), we also estimated the size of the typi-

al difference between any given male and any given female at each
CAM distribution of the raw and PCP datasets. These bootstrapped es-
imations were conducted using the allpdiff_hdpbci function (bootstrap:
0,000 repetitions) of the rogme package ( Rousselet et al., 2017 ), which
omputes through the Harrell-Davis estimator the deciles (and their
5%CI) of the empirical distribution of all (in this case, 22,500) pair-
ise differences between the members of two independent groups. We
lso calculated the CDFs for these pair-wise differences in the raw and
CP datasets, and then between-datasets decile-based comparisons were
onducted with the shiftdhd_pbci function (bootstrap: 10,000 repetitions)
f the rogme package ( Rousselet et al., 2017 ). Finally, we employed the
qcomhd function (bootstrap: 50,000 repetitions) of the WRS2 package
 Mair and Wilcox, 2018 ) to ascertain whether the deciles of these male-
emale pair-wise differences significantly varied between algorithms in
ach dataset. 

.4.3. Interpreting multivariate sex differences in GMVOL 
Interpretability has become a major issue in ML applications

 Carvalho et al., 2019 ; Hancox-Li, 2020 ; Ribeiro et al., 2016 ). In the
articular case of the study of multivariate sex differences, knowledge
bout the brains of females and males is only gained when the complex
nd numerical output of ML algorithms is decomposed and the brain
eatures that contribute the most to the groups’ distinguishability are
dentified. To provide this information, we extracted global, post-hoc,
odel-agnostic explanations of the five ML algorithms tested in this

tudy by modeling their outputs through the use of interpretable surro-
ate models (for a discussion about the different types of interpretabil-
ty and their associated methods, see Carvalho et al. 2019 , Lipton 2018 ,
ibeiro et al. 2016 ). More specifically, we employed boosted beta re-
ression procedures to identify the brain features that best predicted
he PCAM scores observed with each algorithm in each dataset. 

oosted beta regression analyses and between-algorithms’ agreement. In the
tatistical literature, beta regression has been established as a powerful

https://dornsife.usc.edu/labs/rwilcox/software/
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nd readily interpretable procedures to model bounded [0,1] distribu-
ions ( Ferrari and Cribari-Neto, 2004 ). However, because the outcome
f classical beta regression procedures might be challenging when using
 large number of predictors, boosted beta regression models have been
eveloped ( Schmid et al., 2013 ). Boosted beta regression is based on
he gamboostLSS algorithm, which performs a reliable variable selection
uring the iterative fitting process (for a comprehensive description of
oosted beta regression, see Schmid et al. 2013 ). This feature selection
rocess results in simpler and more interpretable models but it may po-
entially reduce the generalizability or robustness of the obtained expla-
ations (for an ample discussion of the prediction/ explanation tensions
nd tradeoffs, see Breiman 2001 , DelGiudice 2021 , Hancox-Li 2020 ). 

In the present study, boosted beta regressions were implemented
hrough the betaboost package for R ( Mayr et al., 2018 ), using the
CAM scores observed with each algorithm in each dataset as the re-
ponse variable and the volumetric scores of the testing subsample in
he raw/PCP datasets as predictors. The number of iterations that most
educed the risk was established through cross-validation and the con-
ribution of each predictor was estimated by using the obtained mu-
oefficient values and by constructing a relative importance measure:
elative importance = 100 ∗ (accumulated risk reduction attributable to a
redictor/ total risk reduction in the model). 

In a second step, the degree of agreement between the boosted beta
egression models obtained was assessed. These comparisons were con-
ucted between datasets and between algorithms within each dataset.
or each of these two sets of comparisons, we first assessed whether
oosted beta regression models included the same brain features as rel-
vant predictors. More specifically, R-wise agreement (coincidence be-
ween all models) was estimated by means of the Hubert’s Kappa in-
ex ( Hubert, 1977 ) and the multi-rater delta index (which, unlike other
ore commonly used agreement metrics, is not affected by the rat-

ngs’ marginal distributions; see, Andrés and Marzo 2004 , Andrés and
ernández 2019 ). These two agreement indexes were calculated using

oftware specifically developed for this purpose and freely available at
ttps://www.ugr.es/ ∼bioest/software/cmd.php?seccion = agreement . 

We also assessed the degree of agreement on the relative importance
ttributed to each predictor by using Lin’s concordance correlation co-
fficient ( Lin, 1989 ), Kendall’s W agreement coefficient ( Kendall and
mith, 1939 ), the mean of bivariate Spearman’s rho rank correlations
 Gamer et al., 2019 ), and the intraclass-correlation coefficient (two-way
NOVA, random effects, single and average ratings; Hallgren, 2012 ;
oo and Li, 2016 ). In the case of comparisons of algorithms within each
ataset, agreement was assessed at the interval and at the ordinal level
y inputting the obtained coefficients’ values and their ordinal rank po-
itions, respectively. In the case of datasets comparisons, agreement was
ssessed by using each predictor’s ranking mean (RM) or its position in
 multiplicative “rank of ranks ” (RRP, Tofallis, 2014 ) across algorithms.
hese two measures were also used in a correlational analysis assessing
hether the relative importance of these predictors was associated with
IV variation. Thus, as previously done ( Sanchis-Segura et al., 2020 ,
019 ), linear regression analyses were conducted to obtain an estimate
r 2 ) of the TIV-explained variance in each brain region, and the r 2 scores
orresponding to the brain regions identified as relevant predictors in
ach dataset were correlated with their corresponding RM and RRP val-
es. Finally, because calculating the average importance of each vari-
ble across several models is expected to allow more accurate and re-
iable inferences ( Breiman, 2001 ; DelGiudice, 2021 ; Hancox-Li, 2020 ),
he predictor’s ranking mean was also used to identify the 10 predictors
xhibiting the highest average importance across all algorithms in the
aw and in the PCP dataset. 

etween-algorithms PCAM variation. To assess the degree of similarity
f the PCAM scores obtained with different algorithms, three comple-
entary approaches were used. First, for each individual, its minimum
CAM score was subtracted from its maximum PCAM score within each
ataset, and the CDFs depicting this maximum PCAM variation in each
5 
ataset were built up and described by several summary statistics (mini-
um, average, deciles, and maximum). Second, the same statistics were
sed to describe the degree of PCAM variation for each algorithms’ pair
ithin the raw and the PCP datasets. Finally, zero-order Spearman’s rho
etween-algorithms’ correlation matrices in the raw and PCP datasets
ere calculated. Because we corroborated a significant contribution of
IV to PCAM scores in the raw dataset, this correlational analysis was
lso conducted using partial (-TIV) Spearman correlations. 

ierarchical clustering and ANOSIM analyses. As described above, the
igh accuracy observed in previous sex classification studies has often
een interpreted as showing the ability of ML algorithms to identify two
learly distinguishable brain types, one typical of males and the other
ypical of females. However, proving that these brain types actually exist
equires confirming that the brains of females and males substantially
iffer in a specific and reproducible pattern of brain features. To assess
hether or not these distinctive brain profiles could be found in our
ata, agglomerative hierarchical clustering methods (average linkage)
ere used. 

Specifically, hierarchical clustering analyses were performed with
he hclust function of the stats package ( R Core Team, 2020 ). Initially,
he included features were the volumetric z-scores of those brain areas
dentified as relevant predictors of the PCAM scores yielded by each ML
lgorithm in each dataset (see 2.4.3.1). Dissimilarity was measured in
erms of Euclidean and Spearman distances; Euclidean distances served
o quantify the individuals’ disparity in terms of the magnitude of their
ccumulated differences in GMVOL, whereas Spearman distances mea-
ured the discordance in the shape of their brain profiles. Each resulting
endrogram was cut at appropriate heights to obtain 2 to 10 clusters
nd in each of these alternative partitions the size (number of subjects)
nd composition (proportion of females) of the resulting clusters were
ssessed. The robustness of the obtained results was corroborated by re-
eating the same analyses with: (1) the top five predictors of the PCAM
cores yielded by each ML algorithm in each dataset; (2) the 10 predic-
ors exhibiting the highest average importance across all algorithms in
ach dataset; and (3) the volumetric z-scores of the 116 brain areas from
he AAL atlas. 

Complementarily, a series of analysis of similarity (ANOSIM) were
onducted. ANOSIM is an ANOVA-like, non-parametric test that op-
rates on distance matrices and assesses the null hypothesis that dis-
ances between members of two or more predefined groups (in this case,
ales/females) is the same as between the members of these groups

 Clarke, 1993 ). Because in the present study this assessment involved
 large number of instances, statistical significance was almost guaran-
eed and, consequently, it was not truly informative ( Lindley, 1957 ).
herefore, we focused on estimating the value of R statistic (and its
5%CI), which compares the mean of ranked dissimilarities between
roups to the mean of ranked dissimilarities within groups, and whose
eaningful range lies between 0 (when the similarity within groups is

he same as between-groups) and 1 (when all samples within groups
re less dissimilar to each other than to any pair of samples from differ-
nt groups; see Clarke 1993 ). More specifically, Euclidean and Spear-
an distance matrices were calculated in 10,000 bootstrap samples
sing the get_dist function of the factoextra package ( Kassambara and
undt, 2020 ). In each of these distance matrices, an ANOSIM test was

onducted with the default options of the anosim function of the vegan
ackage ( Oksanen et al., 2020 ) and the corresponding R value was ob-
ained. In a second step, the 95% confidence intervals of these estimates
normal approximation and percentile method) were obtained through
he boot.ci function of the boot package ( Canty and Ripley, 2020 ). Again,
hese calculations were performed using as features (1) the volumetric z-
cores of those brain areas identified as relevant predictors of the PCAM
cores yielded by each ML algorithm in each dataset; (2) the top five
redictors of the PCAM scores yielded by each ML algorithm in each
ataset; (3) the volumetric z-scores of the 116 brain areas from the AAL

https://www.ugr.es/~bioest/software/cmd.php?seccion=agreement
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Fig. 1. Sex classification accuracy. Bars 
depict the percent of correctly classified 
cases (%CC) achieved by each algorithm 

(LDA = linear discriminant analysis, LR = 
logistic regression, MARS = multiple adap- 
tive regression splines, RF = Random Forest, 
SVM = Support Vector Machine) in the raw 

dataset and in the PCP dataset. See Supple- 
mentary Table 2A-D for a complete statistical 
output. 
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tlas; and 4) the 10 predictors exhibiting the highest average importance
cross all algorithms in each dataset. 

. Results 

.1. Classification accuracy 

Fig. 1 displays the classification accuracy (%CC) achieved by each
lgorithm in the testing subsamples ( n = 150 per group) of the raw
nd PCP datasets. As previously observed ( More et al., 2020 ; Sanchis-
egura et al., 2020 ), the proportion of subjects correctly classified was
uch higher in the raw dataset (%CC average = 88.06) than in the
CP dataset (%CC average = 61.86; Supplementary Table 2A and B).
ig. 1 also shows that the%CC varied slightly between algorithms. In
he raw dataset, none of these differences achieved statistical signifi-
ance (Supplementary Table 2C). In the PCP dataset, LDA and LR ex-
ibited lower accuracy than RF and SVM, but the statistical significance
f these differences was lost after correcting for multiple comparisons
 p adj = 0.06 in all cases; Supplementary Table 2D). Therefore, it can
e concluded that prediction accuracy clearly differs between datasets;
owever, within each dataset, all the algorithms seem to yield very sim-
lar%CC values. 

.2. Assessing multivariate sex differences in GMVOL 

Fig. 2 depicts the kernel density estimates (KDE) of the PCAM distri-
utions yielded by each algorithm in each dataset. Based on these graph-
cal representations, it is apparent that PCAM distributions differed be-
ween males and females, but also between datasets and between algo-
ithms within each dataset. More specifically, in the raw dataset, both
ales and females exhibited non-normal and very skewed distributions,
ith most of the females accumulating near of the lower bound of the
CAM continuum, and most of the males accumulating near of the upper
ound. These distributions were also very long-tailed, with a few scat-
ered individuals spreading beyond their respective sex clusters and vir-
ually occupying the entire PCAM range. These distributional character-
stics significantly varied depending on the algorithm (e.g., LDA vs. RF;
6 
upplementary Table 3A-B, Supplementary Fig.1). On the other hand,
n the PCP dataset, all the PCAM distributions were non-skewed, but
hey also showed major differences between them. Thus, the PCAM dis-
ributions obtained with the LDA, LR and MARS algorithms were rather
at, with females and males spreading at similar rates across almost the
ntire PCAM range. In contrast, the RF and SVM associated distributions
ere more clearly peaked and extended within a shorter span around

he center of the PCAM range (Supplementary Table 3A-C, Supplemen-
ary Fig.1). 

Based on the PCAM distributions, overall estimates of the multivari-
te sex differences in GMVOL were obtained. These measurements in-
icated that, despite the previously mentioned between-algorithm vari-
tions, sex differences were “large ” in the raw dataset. Thus, the over-
ap between the males/females’ distributions was “small ” ( ≈12–18%;
upplementary Table 4A), and the chance that a randomly chosen male
ould have a PCAM score higher than that of a randomly chosen female

PS M 

) exceeded 90% in all cases (Supplementary Table 4B). Conversely,
n the PCP dataset differences were much smaller, with high levels of
verlap (range: 55.7–71.3%) and lower PS M 

scores (ranges: 0.64–0.7;
upplementary Table 4D and E). Additional estimates of the multivari-
te sex differences in GMVOL were obtained by comparing location and
ispersion measures. No differences in variances or inter-quantile ranges
ere observed (Supplementary Table 4C and D), suggesting that -when

onsidered on the PCAM continuum- the variability of males and fe-
ales does not significantly differ. Conversely, the PCAM medians of
ales and females were significantly different, and although the size of

hese differences varied between algorithms, they can all be considered
large ” and “small ” in the raw and PCP datasets, respectively (see details
n Section 3.2.1 and in Supplementary Table 5A and B). 

However, all these measures provide a single effect size estimate
hat may not be very informative or could even be misleading with
egard to the possible complex differences between two distributions
 Grissom and Kim, 2012 ; Handcock and Morris, 1999 ; Rousselet et al.,
017 ). To fully represent and compare distributions robust statisti-
al and informatively-rich graphical methods such as relative distribu-
ion methods ( Callaert, 1999 ) and the shift-function ( Rousselet et al.,
017 ; Wilcox and Rousselet, 2018 ) are required ( Callaert, 1999 ;
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Fig. 2. The PCAM continuum. Plots depict the strip charts (bottom) and the non-scaled density functions (top) of the PCAM scores of females (red) and males (blue) 
yielded by each algorithm in each dataset. The thickness of the lines is directly proportional to the scaled density of each distribution. Plots also include the medians 
and inter-quantile ranges of each group (vertical bars) and estimates of their similarities/ differences at the distribution level (overlap/ Cliff’s delta, respectively). 
For a complete statistical output, see Supplementary Table 4A–D. (For interpretation of the references to color in this figure, the reader is referred to the web version 
of this article). 
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el Giudice, 2019 ; Handcock and Morris, 1999 ; Rousselet et al., 2017 ).
herefore, we used these methods to extend our analyses and provide
wo complementary perspectives ( Rousselet et al., 2017 ) of the multi-
ariate sex differences in GMVOL. 

.2.1. How do males and females compare to each other? 
Fig. 3 displays the cumulative density functions (CDFs) and the

eciles’ distribution for the PCAM scores of males and females yielded
y each algorithm in each dataset, making it possible to compare males
nd females in three different ways: 1) by directly contrasting the pro-
ortion of cases in each group with PCAM scores equal to or lower than
ny possible cutoff; 2) by estimating how many subjects in one group
ave PCAM values equal to or lower than a given proportion of cases in
he other group; and 3) by comparing the PCAM values at the deciles of
he females/ males’ distributions. 

All these comparisons confirmed that, when PCAM scores are ob-
ained from multivariate composites of raw GMVOL, males and females
re quite different. For instance, in the raw dataset, 10% of males with
he lowest scores (D1) had PCAM values that were higher than or equal
o those observed in ≈80% of the females. However, Fig. 3 also shows
hat the size of these sex differences varied across individuals. Thus,
aking the LDA outcomes as an example, sex differences in PCAM scores
ere already “large ” at D1 (30.6% of the maximum possible; POMP),
ut they were much larger at the medians (D5, POMP = 98.1) and tended
o decrease thereafter (D9, POMP = 40.72). These inter-decile variations
ere statistically significant (Supplementary Table 5A and C), and re-

ulted in clearly non-monotonic shift-functions (Supplementary Fig. 2),
uggesting that differences at center locations might lead to inappropri-
te inferences about the differences observed at more distal locations of
he same distribution. On the other hand, the estimated size of sex dif-
erences also varied between algorithms (LDA > LR = MARS = SVM > RF).
hus, for example, the RF estimated difference at D5 was 66.5 POMP,
hich is 31.6% lower than the estimate provided by the LDA algorithm.
his and other similar between-algorithm variations were statistically
ignificant (Supplementary Table 5E). 

Conversely, when the effects of TIV-variation are ruled out, males
nd females are much more similar to each other. Thus, in the PCP
ataset, 10% of males with the lowest scores (D1) had PCAM values that
ere higher than or equal to those of just 20–30% of the females. More-
ver, and also in contrast to what had been observed in the raw dataset,
ex differences were approximately constant across deciles ( ≈10–20
OMP), and resulted in almost flat shift-functions (Supplementary Ta-
le 5B and D; Supplementary Fig. 2). In addition, distinct algorithms
rovided different estimates of the size of these sex differences. The rel-
tive magnitudes of these variations were similar to those observed in
he raw dataset, but in this case, they did not reach statistical signifi-
ance (Supplementary Table 5F). 

.2.2. What is the typical difference between any given female and any 
iven male? 

When the interest is not as much to describe and compare males
nd females, but rather to estimate the size of the typical difference
etween any given male and any given female, the distribution of
ll their pair-wise differences can be calculated and directly analyzed
 Rousselet et al., 2017 ; Wilcox and Rousselet, 2018 ). Thus, Fig. 4 A de-
icts the KDE of all the pair-wise differences between males and females
n each algorithm and dataset, whereas panel B depicts their correspond-
ng CDFs. Thus, in this case, CDFs make it possible to: (1) estimate
he empirical probability of finding a pairwise male-female difference
hose size is equal to or lower than a given reference value; (2) estimate

he size of the pairwise differences for any given proportion of cases; and
3) compare the estimates of these pairwise differences provided by dif-
erent algorithms in each dataset or by the same algorithm in the raw
nd PCP datasets. 

As Fig. 4 shows, in the raw dataset, pairwise male-female differences
xtended over a very wide range, but they were also very asymmetri-
8 
ally distributed and favored males in more than 90% of the cases (i.e.,
1 values > 0 in all algorithms; Supplementary Table 6A). The size of

hese differences depended on the algorithm used to calculate the PCAM
cores (medians’ range = 0.58–0.93; Supplementary Table 6B), although
hey were generally “large ” as compared to the possible maximum (aver-
ge POMP difference = 67.2). Consequently, the multivariate estimates
f raw GMVOL in a randomly picked male-female pair are expected to
learly differ, leading to PCAM scores substantially (POMP difference
 30%) larger in males than in females in around 80–90% of the cases. 

By contrast, when the influence of TIV-variation is statistically con-
rolled, pair-wise male-female differences show an algorithm-dependent
ange but they are always quasi-symmetrically distributed around their
edian values (Supplementary Table 6C). These median values dif-

ered between algorithms (range = 0.09–0.16; Supplementary Table 6D),
lthough all of them indicated that pairwise male-female differences
ere “small ” as compared to the possible maximum (average POMP
ifference = 12.9) and significantly smaller than the differences observed
n the raw dataset (Supplementary Table 6E). Accordingly, the mul-
ivariate estimates of TIV-adjusted GMVOL of randomly picked male-
emale pairs are expected not to differ much, and the females’ PCAM
cores should be higher than or equal to males’ scores in 30–40% of the
ases. 

.3. Interpreting multivariate sex differences in GMVOL 

If simplified to the maximum, the results described in the previous
ection indicate that the multivariate sex differences in raw measures
f GMVOL are “large ”, but also that these differences become “small ”
hen the effects of TIV-variation are statistically controlled. This con-

lusion is similar to the one that could be obtained after examining%CC
cores. However, this parallelism should not lead to the interpretation
hat%CC and PCAM-based measures are equivalent. In fact, within each
ataset,%CC scores were uncorrelated or even inversely correlated with
he estimated size of the multivariate sex differences in GMVOL (see
upplementary Figs. 3 and 5, respectively). Moreover: (1) Whereas%CC
rimarily relates to algorithm’s performance, PCAM-based measures de-
cribe and compare individuals and groups, making it possible to quan-
ify between- and within-sex variation; (2) Whereas%CC is a “very in-
ensitive and statistically inefficient measure ” ( Harrell, 2015 ; page 258)
hat did only vary between-datasets, PCAM-based measures are sensi-
ive enough to reveal that multivariate sex differences in GMVOL also
iffer between algorithms and between subjects; (3) Whereas%CC scores
re obtained from pre-imposed criteria, PCAM-based measures are fully
mpirical and conceptually unrestricted. 

On this last point, previous sex classification studies (e.g.,
nderson et al. 2018 , Chekroud et al. 2016 , Rosenblatt 2016 ,
epehrband et al. 2018 , Xin et al. 2019 , Zhang et al. 2021 ) have rein-
igorated sex binary views according to which human brains can be cat-
gorized into two “types ”, one typical of males and the other typical of
emales. More specifically, the high%CC scores observed in these studies
re often understood as the objective result of the ML algorithms’ ability
o “predict sex ” ( Sepehrband et al., 2018 ; page 217) and as “demonstrat-
ng that multivariate patterns of gray matter are reliably dimorphic between
exes ”, unraveling their “essential discriminability ” ( Anderson et al., 2018 ;
ages 1502–1503) and definitively proving that “brains are indeed typi-
ally male or typically female ” ( Rosenblatt, 2016 ). However, finding two-
nd only two- brain types is not as much an empirical result as it is a
re-imposed requirement ( Harrell, 2015 ) of these sex classification stud-
es. Thus, because it is obtained through the application of a cutoff on a
ontinuous score and no gray zone is included, classification is less of a
rediction than a decision that results from an “artificial forced choice ”
 Harrell, 2015 ; page 5) between two predefined and mutually-exclusive
lternatives. Therefore, it can be argued that classification is not uncov-
ring two brain types; instead, it is actually forcing the number of possi-
le types to be just two, and it does this by: (1) ignoring that there are a
umber of cases (those situated around the cutoff) for which predictors
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Fig. 3. Comparing females and males on the PCAM continuum. Plots depict the cumulative density functions of the PCAM scores for females (red) and males 
(blue). Horizontal color bars depict the tenths of the females’ (top) and males’ (bottom) PCAM distributions. As the provided examples illustrate, these plots allow 

to compare the PCAM values at the deciles of the females/ males’ distributions but also to compare the proportion of cases in each group with PCAM scores equal 
to or lower than any possible cutoff, and how many subjects in one group have PCAM values equal to or lower than a given proportion of cases in the other group. 
See further details and analyses in Supplementary Table 5A–F and in the accompanying Supplementary Fig. 2. (For interpretation of the references to color in this 
figure, the reader is referred to the web version of this article). 
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Fig. 4. What is the typical difference between any female and any male? (A) Estimated density functions of all pairwise differences between males and females 
in each algorithm and dataset. (B) CDFs of these pair-wise differences allow to (1) estimate the empirical probability of finding a pairwise male-female difference 
whose size is equal to or lower than any predesignated value; (2) estimate the size of the pairwise differences for any given proportion of cases; (3) compare the 
estimates of these pairwise differences provided by different algorithms in each dataset or by a single algorithm in the raw and PCP datasets. See further details in 
Supplementary Table 6A–E and in the accompanying Supplementary Fig. 4. 

10 
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Fig. 5. Intersection analysis of the cases correctly classified by different algorithms . Panels include upSet plots illustrating the intersections (bottom) and the 
intersection sizes (top) of the cases correctly classified by the LDA, LR, MARS, RF, and SVM algorithms in the raw (A) and PCP (B) datasets, respectively. Within each 
panel, columns correspond to distinct possible intersections: the line-joined circles identify which algorithms are part of the intersection, whereas the bars on the 
top show the number of correctly classified cases found at that intersection (the intersection’s cardinality). Thus, for example, the first column starting from the left 
illustrates the number of cases that were correctly classified by all five algorithms, the next one illustrates the number of cases that were correctly classified by the 
LDA, LR, MARS, and RF (but not by the SVM) algorithms, and so on. Cardinality is also numerically reported in terms of absolute frequency for all intersections, but 
in the columns corresponding to the intersection between all sets (green bar) and the complement (those cases that were not correctly classified by any algorithm, 
red bar), cardinality is also reported as a percentage. Because the same subjects were tested by all the algorithms (sets), horizontal bars commonly included to depict 
set sizes in upSet plots are omitted. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article). 
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o not provide enough information to make an informed decision; and
2) disregarding the differences between the individuals assigned to the
ame category (which are treated as identical exemplars of a class or
ype, even though there is no a priori guarantee that all of them share
 single and distinctive pattern of brain features). 

Related to this, the fact that different algorithms are able to cor-
ectly identify sex with 80–90% accuracy does not ensure that these
lgorithms are providing the same outcomes or identifying the same
nderlying reality ( Eliot et al., 2021 ; Hancox-Li, 2020 ; Joel, 2021 ). In
act, we observed that the%CC ranged between 86.3–90% and 58.7–
5% (averages: 88.1 and 61.8%) in the raw and PCP datasets, but the
ctual percentages of subjects correctly classified by all five algorithms
ere 76.3 and 38.0%, respectively ( Fig. 5 ). Moreover, 4% and 16.7%
f the subjects were not correctly classified by any algorithm, whereas
9.7% and 45.3% of the subjects were only correctly classified by one or
11 
ore algorithms in the raw and PCP datasets, respectively. These results
ndicate that the%CC scores provided by different algorithms are numer-
cally similar but obtained on partially different subsets of individuals.
he same results also indicate that each algorithm is correctly classifying
everal “kinds ” of individuals (e.g., those properly recognized by all al-
orithms, those solely recognized by that particular algorithm, etc.) and,
herefore, assigning the same label ( “female ” or “male ”) to more than
ne “kind ” of subject (and, by implication, to several patterns of brain
eatures or “brain types ”). Of note, this within- and between-algorithm
lassification plurality is observed in both the raw and PCP datasets, al-
hough it seems to be quantitatively more important after statistically
ontrolling the effects of TIV variation. 

Finally, it should be noted that interpreting any%CC score in terms
f “brain types ” requires a great conceptual leap because%CC scores
o not provide any information about the brains of females and



C. Sanchis-Segura, N. Aguirre, Á.J. Cruz-Gómez et al. NeuroImage 257 (2022) 119343 

m  

m  

J  

w  

t  

d  

t  

c

3
d

 

t  

t  

g  

d  

p

O  

(  

a  

a  

t  

t  

a  

a  

d  

m  

2  

a  

S  

c  

e  

m  

s  

t  

a  

F  

T  

S  

u  

a  

t  

d  

w  

t  

G

B  

d  

w  

d  

i  

c  

o  

A  

t  

0  

w  

i  

g  

t  

a  

v  

m  

b  

r  

c  

“  

r  

e  

e  

0
 

fi  

a  

(  

c  

c  

a  

[  

(  

d  

a  

t  

f  

t  

c  

s  

a  

0  

n  

e  

0

I  

b  

w  

r  

d  

d  

y  

t  

i  

t  

a  

p  

S  

i  

t  

e  

r  

b  

w  

h  

r  

t  

e  

P
 

a  

d  

p  

m  

P  

m  

r  

a  

2  

T  

m  

t  
ales or about which brain features could be considered the hall-
arks of these alleged “male/ female ” brain types ( Eliot et al., 2021 ;

oel, 2021 ). This limitation is also shared by PCAM-based measures,
hich quantify how different the brains of males and females are, al-

hough they do not directly provide information about where these
ifferences take place or about how they group together. Therefore,
o answer these two questions two additional sets of analyses were
onducted. 

.3.1. Which brain areas contribute the most to multivariate sex 
ifferences in GMVOL? 

Boosted beta regression procedures were used to identify and quan-
ify the relative importance of the brain features contributing the most
o the PCAM scores yielded by each algorithm in each dataset. The de-
ree of agreement between datasets and between algorithms in each
ataset, regarding the number, identity, and relative importance of the
redictors identified as relevant, was also assessed. 

verview and between-datasets agreement. As could be expected
 More et al., 2020 ) and as Figs. 6 and 7 illustrate, the number, identity,
nd relative importance of the PCAM predictors identified in the raw
nd PCP datasets were clearly divergent. Specifically, up to 64 predic-
ors were included between the raw and the PCP datasets, but only 22 of
hem were present in both. Accordingly, poor levels of mutual nominal
greement were observed ( Δ= 0.330 [0.157, 0.502]). In addition, the rel-
tive importance of these 64 predictors varied greatly depending on the
ataset, resulting in agreement levels that were virtually zero (Supple-
entary Table 7F). When this comparison was performed only with the
2 predictors included in both datasets, higher but still “poor ” levels of
greement were observed (e.g., ICC < 0.5; see other agreement metrics in
upplementary Table 7G). Of note, in the raw dataset, the predictors that
onsistently showed higher importance were brain areas in which TIV
xplains a large amount of variance (see r 2 values in Fig. 6 and Supple-
entary Table 7H). This relationship was corroborated by statistically

ignificant correlations (rho = 0.592 and rho = 0.571, p < 0.001) between
hese r 2 values and two estimates of the predictors’ relative importance
cross algorithms (ranks’ averages and a multiplicative “rank of ranks ”;
ig. 6 and Supplementary Table 7H). Conversely, in the PCP dataset,
IV-variation did not account for any variance in GMVOL ( Fig. 7 and
upplementary Table 7H), and the predictors’ relative importance was
nrelated to these non-statistically significant r 2 values (rho = − 0.119
nd rho = − 0.123, p > 0.05; Fig. 7 and Supplementary Table 7I). Taken
ogether, these results reveal that the most relevant brain areas in pre-
icting the PCAM scores in the raw dataset were not the same, and,
hen they were, they did not have the same relative importance as in

he PCP dataset, thus confirming that raw and TIV-adjusted measures of
MVOL provide information about two distinct constructs. 

etween-algorithm agreement in the raw and in the PCP dataset. Major
ifferences in the predictors’ number, identity, and relative importance
ere also observed when comparing different algorithms within each
ataset. Thus, in the raw dataset ( Fig. 6 ), a total of 32 brain areas were
dentified as relevant predictors of PCAM scores. Different models in-
luded a different number of predictors (range: 9–19), and only three
f them (AAL#21, left olfactory cortex; AAL#56 right Fusiform gyrus;
AL#98 right cerebellum 4,5) were included in all of them. Thus, al-

hough absolute nominal agreement was moderate (K HR = 0.505 [0.385,
.625], multi-rater Δ= 0.727 [0.639, 0.814]), the inspection of the
ithin-class consistencies (WCC) revealed that agreement was primar-

ly observed for predictors excluded from (WCC = 0.809) the different re-
ression models -and not from the predictors included in (WCC = 0.182)
hem (Supplementary Table 7J). In a similar vein, the predictors’ rel-
tive importance varied considerably between algorithms. In fact, the
alues of the predictors’ coefficients in different models showed agree-
ent/ reliability levels that were virtually zero (Supplementary Ta-

le 7L). Agreement increased but remained low when the predictors’
12 
elative importance was considered at the ordinal level. More specifi-
ally, the reliability of these ordinal estimates was larger than 0, but
poor ” when based on the results of a single algorithm (ICC single-
ating = 0.289 [0.141, 0.478]), and only the average of these ordinal
stimates yielded levels of agreement that can be considered “mod-
rate ”( Portney and Watkins, 2009 ) (ICC average-rating = 0.671[0.450,
.821], p < 0.001; Supplementary Table 7L). 

In the PCP dataset ( Fig. 7 ), a total of 54 predictors were identi-
ed as relevant. As in the raw dataset, different algorithms included
 different number of predictors (range: 9–41), and only four of them
AAL#9, left frontal mid orbital gyrus; AAL#72, right caudate nu-
leus; AAL#79, left Heschl gyrus; AAL#93, cerebellum crus 1) were in-
luded in all the regression models. Consequently, estimates of absolute
greement were low (K HR = 0.323 [0.215, 0.431], multi-rater Δ= 0.508
0.399, 0.615]) and primarily concerned those predictors excluded from
WCC = 0.589) the different regression models -and not for the pre-
ictors included in (WCC = 0.141) them (Supplementary Table 7K). As
lso observed in the raw dataset, the agreement between the values of
he predictors’ coefficients in different models did not statistically dif-
er from zero (Supplementary Table 7M). Agreement between predic-
ors increased, but remained low, when their relative importance was
onsidered at the ordinal level. Thus, again paralleling the results ob-
erved in the raw dataset, the ordinal estimates obtained with any single
lgorithm showed “poor ” reliability (ICC single-rating = 0.312 [0.187,
.457]; Supplementary Table 7M), and only the average of these ordi-
al estimates yielded agreement levels that can be considered “mod-
rate ”( Portney and Watkins, 2009 ) (ICC average-rating = 0.694 [0.520,
.812], p < 0.001; Supplementary Table 7M). 

mplications of the obtained results. We observed that the most relevant
rain areas in predicting the PCAM scores yielded by distinct algorithms
ithin each dataset were not the same, and, when they were, their

elative importance was also quite different. These between-algorithm
iscrepancies may explain why different algorithms correctly classify
ifferent subsets of individuals ( Fig. 5 ), and why different algorithms
ield different-shaped PCAM distributions ( Fig. 2 ) that result in mul-
ivariate sex differences that vary in size ( Figs. 3 and 4 ). More specif-
cally, because they differ in their statistical assumptions and opera-
ions, distinct algorithms rely on distinct brain features ( Figs. 6 and 7 )
nd assign different PCAM scores to the same subjects ( Fig. 8 A, Sup-
lementary Table 8A-B; for dyadic between-algorithm comparisons, see
upplementary Table 8C-F). As these PCAM-variations are highly id-
osyncratic ( Fig. 8 B), each individual occupies a different relative posi-
ion in each PCAM distribution ( Fig. 8 C and D), and these distributions
nd up spreading dissimilarly within the PCAM range ( Fig. 2 ). In the
aw dataset, between-algorithm discrepancies are partially concealed
y male-female differences in TIV that push their respective scores to-
ards opposite sides of the PCAM range and boost sex differences and,
ence, between-algorithm classification similarities ( Fig. 5 A) and cor-
elations (Supplementary Fig. 6). However, when TIV effects are statis-
ically controlled (as in the PCP dataset or by partialling out the TIV
ffects), between-algorithm discrepancies in classification ( Fig. 5 B) and
CAM scores ( Fig. 8 D; Supplementary Fig. 6) become evident. 

Thus, despite working with identical data from the same individu-
ls, the different algorithms tested in the present study do not provide
irectly exchangeable outcomes or identify a single, coherent, and re-
roducible subset of brain features as the source of the males-females
ultivariate differences in GMVOL (neither in the raw dataset or in the
CP dataset). These observations are consistent with the lack of agree-
ent observed between the few studies that tried to identify the neu-

oanatomical features that could best distinguish the brains of females
nd males ( Anderson et al., 2018 ; Sepehrband et al., 2018 ; Xin et al.,
019 ; Zhang et al., 2021 ; for a comparative review, see Eliot et al. 2021 ).
ogether, these sources of empirical evidence directly challenge a com-
on interpretation of classification studies according to which, if dis-

inct ML algorithms are able to very accurately “predict ” sex from brain



C. Sanchis-Segura, N. Aguirre, Á.J. Cruz-Gómez et al. NeuroImage 257 (2022) 119343 

Fig. 6. Relative importance of PCAM predictors in the raw dataset. Plots depict the brain areas identified as relevant predictors of the PCAM scores yielded by 
each algorithm and their relative importance. The figure also depicts the top 10 predictors across all five algorithms according to their average rank values (the only 
predictor also found in the top 10 of the PCP dataset is highlighted in green). The right side of the plot depicts the proportion of variance (r2 value) explained by 
TIV in each of these brain regions. The correlation between the two sets of data and additional parameters of the boosted beta regressions employed to identify these 
predictors are also included. Additional details are provided in Supplementary Table 7A,C, E-G, H,J, and L. 
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eatures, all these algorithms must be identifying a reproducible constel-
ation of brain differences that reliably assemble into two clearly dis-
inguishable brain types ( “male/ female brains ”). In fact, this common
ssumption is unwarranted and, as our results clearly show, it is at odds
ith the currently available empirical evidence. 

More specifically, just because different algorithms provide high and
imilar%CC scores, it cannot be directly assumed that these algorithms
re identifying a single “sex-dimorphic ” pattern of neuroanatomical fea-
ures that reliably differs between males and females (and, therefore,
s proving that “male/ female brains ” actually exist). In fact, different
ets of brain features are identified as the most relevant predictors of
he PCAM yielded by different algorithms (within the present study but
lso across independent studies). This observation could be reflecting
hat there is no single a universal pattern of features that allow distin-
uishing the brain of females and males. However, these divergences
ould also be due to the inherent instability of the explanations pro-
ided by complex classification/ regression models (that is, they could
e due to the “Rashomon effect ”; see Breiman 2001 , page 206; Hancox-
13 
i 2020 ). Therefore, although the results of our regression analyses ar-
ue against interpreting the results of sex classification studies in terms
f “male/female brains ”, these results cannot be interpreted as directly
r definitively proving that these two brain types do not exist either (for
 detailed discussion, see DelGiudice 2021 ). 

In this regard, the “Rashomon effect ” poses a major complica-
ion when trying to gain insight into how the predictors and the
utcome are actually related ( Fisher et al., 2019 ; Hancox-Li, 2020 ;
arx et al., 2019 ), and, therefore, when trying to ascertain whether

r not there is a universal pattern of brain features that reliably distin-
uish the brains of females and males. However, the consequences of the
Rashomon effect ” can be mitigated and more reliable inferences about
he “true ” predictors-outcome relationship can be obtained by combin-
ng (e.g., averaging) the explanations provided by different algorithms
for a more ample discussion, see Breiman 2001 , DelGiudice 2021 ,
isher et al. 2019 , Hancox-Li 2020 ). Attending to this fact, as well as
o the obtained ICC scores (which were substantially higher when ob-
ained from average ratings, see Section 3.3.1.2), the ten predictors that
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Fig. 7. Relative importance of PCAM predictors in the PCP dataset. Plots illustrate the relative importance of the brain areas identified as relevant predictors of 
the PCAM scores yielded by each algorithm. The figure also depicts the top 10 predictors across all five algorithms according to their average rank values (the only 
predictor also found in the top 10 of the raw dataset is highlighted in purple). The proportion of variance (r2 value) explained by TIV in each of these brain regions 
is depicted by the bars of the right side of the plot. The correlation between the two sets of data as well as other parameters of the boosted beta regressions employed 
to identify these predictors are also included. Further details are provided in Supplementary Table 7B,D, E-G, I, K, and M. 
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xhibited the highest average importance across all five algorithms in
ach dataset were identified (see Figs. 6 and 7 ) and included in our
ubsequent analyses. 

.3.2. Do multivariate sex differences in GMVOL stem from differences 
etween a “male brain ” and a “female brain ”? 

In the preceding section, we concluded that, due to the so-called
Rashomon effect ” ( Breiman, 2001 ; Hancox-Li, 2020 ), the observation
hat different ML algorithms rely on different sets of brain features to
predict sex ” (in different samples or even within a single sample) may
ot suffice to definitely prove that the proposed “male/ female ” brain
ypes do not exist. However, synergistic evidence to reject these sex-
pecific brain types is provided by the observation that a single ML al-
orithm relies on different brain features when classifying different fe-
ales or males of a single sample, hence assigning the same class label

 Fig. 5 ) or even virtually identical PCAM scores to individuals exhibit-
ng very different brain profiles (see examples in Figs. 9 A and 10 A; see
onverging evidence in Joel et al. (2018b ). 
14 
More specifically, when accumulated differences in raw GMVOL (Eu-
lidean distances) at the brain areas identified as relevant predictors of
he LDA-PCAM scores in the raw dataset are considered, the differences
etween members of different sex categories are larger than those ob-
erved between members of the same sex category (ANOSIM R = 0.455
0.363, 0.540], Supplementary Table 9A), and males and females tend
o group into two separate clusters ( Fig. 9 B). These two clusters are ho-
ogeneous and robust, and they are only minimally perturbed when

dditional partitions are imposed ( Fig. 9 D). However, these clusters do
ot correspond to two “brain types ” or sex-specific brain profiles. In
act, when the same individuals are partitioned based on the dissimilar-
ty of their brain profiles (Spearman’s distances), subjects cluster in a
ex-unrelated manner ( Fig. 9 C and E) because the brain profiles similar-
ties observed between members of different sex categories are equiv-
lent to those observed between the members of each single sex cate-
ory (ANOSIM R = 0.049 [0.006, 0.080], Supplementary Table 9B). In
ther words, males and females are clearly different and form two well-
efined clusters regarding the total amount of GMVOL at the brain areas
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Fig. 8. Individual PCAM variation. A) Scatterplot showing (in the background) the female/ male (red/ blue, respectively) individual PCAM values yielded by each 
algorithm and dataset. To illustrate how different algorithms provide different PCAM scores, the values of a single subject are highlighted (yellow filled circles). 
B) Cumulative density functions of the maximum PCAM variation in the raw and the PCP datasets. C) Tiled heatmap illustrating how the same subject occupies 
different relative positions in each PCAM distribution of the raw/ PCP dataset. Each subject is depicted as a horizontal line colored according to the tenth on which 
it is located in each distribution. To ease visualization, in each dataset, subjects (vertical axis) were ordered according to their LDA-PCAM scores. D) Zero-order and 
partial (-TIV) Spearman correlations between the PCAM scores provided by each algorithm in the raw and PCP datasets. The full output of these analyses is provided 
in Supplementary Table 8A-F and in the accompanying Supplementary Fig. 6. (For interpretation of the references to color in this figure, the reader is referred to the 
web version of this article). 
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Fig. 9. Brain profiles in the raw dataset. ( A) In the background, a “spaghetti ” plot displays the individual values (females in red, males in blue) in all the brain areas 
identified as relevant predictors of PCAM scores (see Fig. 6 ). Two cases (green/ yellow dots) are highlighted to illustrate how the same classification category (and 
even virtually identical PCAM scores) can be achieved by different and brain profiles. (B-C) Hierarchical agglomerative clustering based on Euclidean and Spearman 
distances, respectively. Branches are colored according to the sex composition of the emerging aggregations (red = only females, blue = only males, black = males and 
females). ( d -E) Clusters’ size and composition. Dendrograms displayed in panels B and C were cut at appropriate heights to obtain 2–10 clusters. The composition of 
these clusters (K2-K10, horizontal axis) was analyzed in terms of the proportion of females (rectangles’ color; large numbers) and the cluster’s size (rectangle area; 
small black numbers). Similar results were obtained when using the other algorithms and with a larger (116)/ smaller (5) number of predictors (Supplementary Figs. 
7–11). (For interpretation of the references to color in this figure, the reader is referred to the web version of this article). 
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Fig. 10. Brain profiles in the PCP dataset. ( A) In the background, a “spaghetti ” plot displays the individual values (females in red, males in blue) in all the brain 
areas identified as relevant predictors of PCAM scores (see Fig. 7 ; gray labels highlight predictors with negative regression weights, see Supplementary Table 7B). To 
illustrate how the same classification category and similar PCAM scores can be achieved by different brain profiles, two cases (green/ yellow dots) are highlighted. 
(B-C) Hierarchical agglomerative clustering based on Euclidean and Spearman distances, respectively. Branches are colored according to the sex composition of the 
emerging aggregations (red = only females, blue = only males, black = males and females). ( d -E) Clusters’ size and composition. Dendrograms displayed in panels B and 
C were cut to appropriate heights to obtain 2–10 clusters. The composition of these clusters (K2-K10, horizontal axis) was analyzed in terms of the proportion of 
females (rectangles’ color; large numbers) and the cluster’s size (rectangle area; small black numbers). Similar results were obtained when using the other algorithms 
and with a larger (116)/ smaller (5) number of predictors (Supplementary Figs. 12–16). (For interpretation of the references to color in this figure, the reader is 
referred to the web version of this article). 
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G  
dentified as relevant predictors of LDA-PCAM scores (Euclidean dis-
ances), but neither males nor females show a homogeneous profile for
he relative distribution of GMVOL in these brain areas. Consequently,
s measured by their Spearman’s distances, the brain profiles of a ran-
omly picked female and a randomly picked male resemble each other
s much as they resemble the brain profiles of other females or males,
espectively. 

As illustrated in Supplementary Figs. 7–11 and Supplementary Table
A-H, this pattern of results is reproduced for each ML algorithm tested
n the present study. Moreover, the same results are also observed when
sing: (1) only the five areas more directly related to the PCAM scores
rovided by each algorithm as predictors (hence ruling out that the re-
uced similarity between the brain profiles of members of the same sex
ategory resulted from a “too large ” number of relevant predictors in
ome of the models); (2) the 10 predictors exhibiting the highest aver-
ge importance across all algorithms (which should allow more accurate
nd reliable inferences; see the last paragraph of Section 3.3.1.3 and also
reiman (2001 , DelGiudice (2021 ), Hancox-Li (2020 ); and (3) the 116
rain areas of the AAL atlas (thus assessing brain profiles’ similarities
n a way that is totally independent from the predictors’ importance es-
imated in the regression analyses). Similar results were also observed
hen TIV-variation was statistically controlled (PCP dataset; Fig. 10 ;
upplementary Figs. 12–16 and Supplementary Table 9A–H), although
n this case, both the accumulated differences and the brain profiles’
imilarities are basically unrelated to sex categories (e.g., PCAM-LDA in
he PCP dataset: ANOSIM R Euclidean = 0.017 [ − 0.018, 0.004]; ANOSIM
 Spearman = 0.025 [ − 0.014, 0.050]; Supplementary Table 9A-B). 

Therefore, it can be concluded that: (1) As shown throughout the
resent study, the size of multivariate sex differences in raw and TIV-
djusted GMVOL are “large ” and “small ”, respectively; and (2) Regard-
ess of their size, these differences do not arise from divergences between
 “typical male ” and a “typical female ” brain profile, but from diver-
ences between multiple and idiosyncratic brain profiles that seem to
e loosely related to sex categories. 

. Conclusions 

When the output of ML algorithms is not discretized, multivariate
nformation about the brains of females and males can be condensed in
 single continuum ( Lippa and Connelly, 1990 ; Zhang et al., 2021 ). The
resent study shows that, by assessing how females and males differen-
ially occupy this empirically-defined unidimensional space, the size of
heir multivariate differences can be estimated on a standardized [0,1]
cale or in ordinal/ distributional terms. Used in this way, the PCAM
ontinuum -and other similar ones ( Phillips et al., 2019 ; van Eijk et al.,
021 )- offers an alternative strategy to investigate sex effects in the brain
hat can be easily applied to data from different neuroimaging modali-
ies (or extended to other research domains; e.g., the assessment of mul-
ivariate differences between healthy and clinical populations). 

In the present study, PCAM measures were employed to thoroughly
escribe males’ and females’ distributions and quantify the size of their
ultivariate differences in GMVOL. As mentioned in the introduction

ection, PCAM measures make it possible to treat females and males as
wo empirical distributions that can be explored with a wide variety of
tatistical techniques, among which we highlight the shift-function and
he CDF-based analyses illustrated in the present study. The informa-
ional richness of these methods to describe ( Fig. 2 ) and compare males’
nd females’ distributions ( Fig. 3 ) and their differences ( Fig. 4 ) contrasts
ith the informational emptiness of%CC scores ( Fig. 1 ), which do not re-
lly describe or compare females and males or quantify the size of their
ifferences (for a broader discussion, see the opening of Section 3.3 ).
oreover, the methods adopted here do not use means or any other

ummary statistics, but rather they explore the entire female and male
istributions to quantify how and by how much they differ in location,
ariability, and shape. This approach avoids reducing the study of sex
ifferences and similarities to simple comparisons between “the average
18 
ale ” and “the average female ” (which far too often are used to make
nwarranted generic statements and conclusions about all females and
ll males), and instead it offers “[…] the opportunity to get a deeper, more
ccurate and more nuanced understanding of data ” ( Rousselet et al., 2017 ,
age 1738). 

On the other hand, all our statistical analyses indicated that TIV vari-
tion is a major determinant of the size of the multivariate sex differ-
nces in GMVOL. Thus, although the algorithm used to calculate the
CAM scores influenced the exact value of these estimates, sex differ-
nces were consistently “large ” in the raw dataset, but “small ” once
IV-variation was statistically controlled (e.g., the across-algorithm av-
rages for the typical male-female pairwise difference were 67.2 and
2.9 POMP, respectively; see Fig. 4 ). More specifically, we observed
hat male-female differences in TIV push their respective scores towards
pposite sides of the PCAM continuum ( Fig. 2 ), thus boosting the es-
imated size of their multivariate differences in GMVOL ( Figs. 3 and
 ) and, thereby, the%CC scores ( Fig. 1 ) as well as between-algorithm
lassification similarities and PCAM inter-correlations ( Figs. 5 and 8 ).
hese observations align with previous findings indicating that TIV-
djustment greatly reduces the size of univariate sex differences in
MVOL (e.g., Fjell et al. 2009 , Pintzka et al. 2015 , Ritchie et al. 2018 ,
anchis-Segura et al. 2019 ), as well as the neuroanatomical distinc-
iveness of the brains of females and males at the multivariate level
 More et al., 2020 ; Sanchis-Segura et al., 2020 ). In this regard, it
hould be noted that there seems to be an increasing consensus
bout the consideration of TIV variation as a confound and, there-
ore, the need to remove its influence before measuring sex differ-
nces (e.g., Barnes et al. 2010 , Fjell et al. 2009 , Jäncke et al. 1997 ,
eonard et al. 2008 , Pintzka et al. 2015 , Ritchie et al. 2018 ). However,
his position is not unanimous, and, in fact, most previous sex classifica-
ion studies (e.g., Anderson et al. 2018 , Luo et al. 2019 , Rosenblatt 2016 ,
epehrband et al. 2018 ) have used raw volumetric measurements as
redictors, a methodological decision that seems to have influenced
heir results (i.e., very high%CC scores) and conclusions. Therefore, here
e propose that, whenever possible, neuroanatomical sex differences

hould be estimated in both raw and TIV-adjusted measures. This dual
ssessment provides a more complete perspective than what can be ob-
ained when only using raw or TIV-adjusted GMVOL estimates and it
akes possible to parse out the relative contribution of “direct ” or “lo-

al ” sex effects from those attributable to gross morphological differ-
nces between females and males. 

It is noteworthy that, although raw and TIV-adjusted data provide
 very different portrait of the multivariate sex differences in GMVOL,
hey both show that these differences do not arise from a specific pat-
ern of differences in a few key brain areas. Consequently, they both
ead to the conclusion that there are not two brain “types ”. Thus, de-
ending on whether raw or TIV-adjusted GMVOL estimates are consid-
red, groups of males and females may differ greatly (or not) in their
espective amounts of GMVOL in specific brain areas, and, when the
ccumulated differences in all these areas (Euclidean distances) are cal-
ulated by adding them up, the results of these sums may (or may not)
learly differentiate males and females into two separate clusters. How-
ver, when the results of these overall sums do not differentiate males
nd females (TIV-adjusted data; Fig. 10 , panels B and D), but also when
hey clearly do (raw data; Fig. 9 , panels B and D), the involved sum-
ands seem to be weighted very differently for the different members

f each of these two sex categories. Thus, neither males nor females show
 homogeneous profile for the relative distribution of GMVOL in these
rain areas (Panel A of Figs. 9 and 10 ), and the resemblance (Spearman
istances) between the brain profiles of randomly picked male or fe-
ale pairs is not higher than the similarity observed between randomly
icked female-male pairs ( Figs. 9 and 10 , panels C and E). Therefore,
nd because the same pattern of results was observed under 24 experi-
ental conditions involving different algorithms, datasets, and/or pre-
ictors, we conclude that the multivariate male-female differences in
MVOL do not represent divergences between a “typical male ” and a
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typical female ” neuroanatomical profile reproduced in all or in most
ndividuals in each sex category. Accordingly, we also conclude that, at
east at the neuroanatomical level, the brains of females and males are
ot sexually dimorphic (literally “two shapes ”), and there are no “male/
emale brains ” (for a similar conclusion, see Eliot et al. 2021 , Joel 2021 ,
oel et al. 2018a , Weis et al. 2020 , Zhang et al. 2021 ). Similarly, and
lthough multivariate male/female differences in the brain can be sum-
arized with a single and continuous score, the brains of females and
ales are not aligned along a “female-male ” continuum, at least not one

hat univocally maps to discrete neuroanatomical features (for a similar
onclusion, see Joel 2021 , 2020 ). 

Given these observations, we think the PCAM-based estimates of the
ultivariate sex differences in GMVOL are probably better interpreted

s a summary of heterogenous patterns of differences between several
ubsets of males and females that diverge in distinct brain features. By
mplication, we conclude that the PCAM continuum -and other similar
easures- provides a reduced metric space that is useful for comparing

emales and males and estimating their brain differences, but a single
ontinuum is clearly insufficient to properly describe and adequately
onceptualize the complex and highly idiosyncratic sex-associated ef-
ects in the brains of females and males. Therefore, just like other
ultivariate effect size indexes ( Del Giudice, 2019 ), PCAM-based mea-

ures might be more useful when summarizing a reduced, coherent, and
heoretically-justified set of variables (whose within-profile differences
an be interpreted) than when calculated from a large number of loosely
elated/ arbitrarily chosen brain features. 

Finally, our results also show that -because they differ in their a priori
ssumptions and internal operations, different ML algorithms may pro-
uce different outcomes. Therefore, comparing or combining the results
f several algorithms should lead to more reliable and valid conclusions
han those extracted from just one. Moreover, the algorithm/s chosen
ecomes a critical methodological decision that should be reported in
etail and carefully considered when summarizing the results of differ-
nt studies. A similar caution should be also applied to the results and
onclusions of the present study because they cannot (and should not) be
nlinked from the methods used to obtain them. Thus, although we tried
o assess our hypotheses under a wide range of conditions and employ-
ng different methods with the aim of providing convergent evidence,
ny of our methodological decisions can (and probably should) be re-
arded as a potential limitation to the generalizability of the findings
nd conclusions presented. 
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