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In Basque–Spanish bilinguals, statistical learning (SL) in the visual modality was more efficient on nonlinguistic
than linguistic input; in the auditory modality, we found the reverse pattern of results. We hypothesize that SL was
shaped for processing nonlinguistic environmental stimuli and only later, as the language faculty emerged, recycled
for speech processing. This led to further adaptive changes in the neurocognitive mechanisms underlying speech
processing, including SL. By contrast, as a recent cultural innovation, written language has not yet led to adapta-
tions. The current study investigated whether such phylogenetic influences on SL can be modulated by ontogenetic
influences on a shorter timescale, over the course of individual development. We explored how SL is modulated by
the ambient linguistic environment. We found that SL in the auditory modality can be further modulated by expo-
sure to a bilingual environment, in which speakers need to process a wider range of diverse speech cues. This effect
was observed only on linguistic, not nonlinguistic, material. We conclude that ontogenetic factors modulate the
efficiency of already existing SL ability, honing it for specific types of input, by providing new targets for selection
via exposure to different cues in the sensory input.
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Introduction

Statistical learning (SL) is a set of neurocognitive
mechanisms underlying the ability to extract reg-
ularities from the environment. These regularities
include recurrent patterns and sequences as well as
transitional probabilities (TPs), the probability that
one event predicts a subsequent event. SL mecha-
nisms have frequently been explored in the context
of language acquisition and processing.1 Indeed,
the neurocognitive mechanisms underlying SL are
engaged when humans listen to natural speech,
and performance on SL tasks is correlated with

linguistic abilities.2–11 However, SL also operates on
nonlinguistic material12–15 and has been observed
in a range of taxonomically different species that
do not have a language faculty.16–19 In sum, SL
mechanisms are evolutionarily ancient, making
it highly unlikely that they evolved specifically to
process linguistic input.
SL allows us to efficiently process environmen-

tal stimuli and detect underlying structure.20–25
These neurocognitive mechanisms emerged in the
environment of evolutionary adaptedness (EAA,
i.e., the environment, in which neurocognitive
mechanisms formed under long-term selection
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pressures). More specifically, SL allows for rapid
detection of transitions between longer-lasting
steady states in our natural environment.26,27 Such
transitions, characterized by breaches in statistical
structure, are likely to require adaptive behavioral
responses. This adaptive cycle—in which detecting
statistical violations between elements in sequences
of events28 affords optimal behavioral responses—
has also honed the evolution of SL mechanisms,
which were later redeployed for speech processing.
In natural languages, TPs between syllables are
often reset at the boundaries between linguistic
constituents—words, phrases, and sentences.
If SL mechanisms were shaped in the absence of

any language faculty in the EAA, their efficiency
should be higher on nonlinguistic than linguistic
material. We explicitly tested this hypothesis29 in
a group of Basque–Spanish bilinguals and found
that SL was more efficient on speech-like content
(sequences of syllables) than nonspeech content
(sequences of environmental sounds), although
both were based on the same set of statistical regu-
larities. In the visual modality, we found the reverse
pattern: the same group showed more efficient SL
on nonlinguistic material (fractals) than linguistic
material (written syllables), both presented one-
by-one in the middle of the screen. This pattern
suggests that the faculty of vocal speech may have
been relevant for individual fitness in the genus
Homo for sufficiently long time at a phylogenetic
timescale in order to enable adaptive use of SL for
the linguistic (speech-like) material in the auditory
modality. By contrast, written language, that is,
the visual linguistic modality, is a more recent
cultural invention, which does not reflect adaptive
changes to SL. It appears that signed languages
and gestures have not influenced SL in the visual
modality, presumably because the speech faculty
is predominantly vocal, and nondeaf populations
have little contact with signed language.
Speech both shapes and makes up an integral

part of the human social environmental niche.
Its influence can be studied on the phylogenetic
timescale of our species as well as on the ontogenetic
timescale of individual development. In the current
study, we aimed to explore ontogenetic influences
on the efficiency of SL. We set up an artificial
language-learning experiment (similar to our pre-
vious experiment, reported above29) to test three
populations—Basque–Spanish bilinguals, Catalan–

Spanish bilinguals, and Spanish monolinguals—in
the visual and auditory modalities on both lin-
guistic and nonlinguistic materials. Basque (the
Gipuzcoa dialect, which forms the basis for Batua,
the Standard Basque variety) and Northern Castil-
ian Spanish (spoken in the Basque Country) exhibit
phonological differences in their phonemic inven-
tories and prosodic systems.30–34 Some phonemes
are unique to either Basque or Spanish. For exam-
ple, Spanish has a voiceless velar fricative, while in
Basque, this sound is in allophonic alternation with
a voiced palatal approximant, and the distribution
of dominant variants is highly variable, compro-
mising the contrastive status of this phone. Basque
has a set of phonemes that are not used in Span-
ish, including voiceless alveolar affricates, voiceless
palatal fricatives, and so on. Opposition between /b/
and/v/ in Basque is contrastive, while in Spanish, /b/
versus /v/ opposition is allophonic, not contrastive
(the same is true of /d/ and /g/ phones, which do
not contrast with their corresponding—by place of
articulation—fricatives). Basque and Spanish also
differ in terms of unmarked locations of lexical
stress and in their inventories and implementation
of phonological tones. Catalan and Spanish have
different numbers of vowels (eight in Catalan and
five in Spanish), phonotactic constraints (Catalan
allows more consonantal clusters than Spanish),
and intonational patterns.35–40 Bilinguals, who
are constantly exposed to different languages,
have to process a wider range of speech cues than
monolinguals. Their rich linguistic immersion can
lead to greater SL efficiency and may also prompt
further adaptations of SL mechanisms for speech
processing on the ontogenetic timescale.
There are also important differences in regional

variation across languages. Catalan has only two
main regional varieties: Eastern Catalan—spoken
in Barcelona and the Province of Tarragona, which
serves as a standard variety; andWestern Catalan—
spoken in the Autonomous Region of Valencia (to
the east of the city of Tarragona), Lleida province,
and the Balearic Islands (although the Mallorcan
variety is often singled out as a separate regional
dialect, intermediate between the other two). Span-
ish exhibits a broad dialectal continuum, from the
standard Castilian Spanish variety and regional
accents on the Iberian Peninsula to multiple Latin
America varieties. Importantly, regional varieties of
Spanish (and Catalan) are mutually understandable
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and share the same phonology (phonemic inventory
and stress location); differences between regional
accents of Spanish pertain solely to phonetics
rather than phonology. In other words, the acoustic
differences between regional Spanish accents relate
to phonetic realization and are not systemic. In
contrast, despite its relatively small geographical
range, Basque features more regional variation than
Spanish and differences between regional varieties
of Basque are systemic. For example, Bizkaian vari-
eties make lexical contrasts between accented and
unaccented words (similar to those in Swedish and
Japanese). Lapurdian accents, influenced by French
prosody, use phrase-level accentuation and no
word-level prominence or contrastive and lexical
stress. Zuberroa, another Basque dialect spoken in
France, has seven vowels instead of five, makes a
phonemic contrast between nasal and oral vowels
(due to the influence of French) and, like Lapurdi,
only exhibits phrase-level prominence (no con-
trastive word-level stress). All Basque dialects also
differ in terms of consonant inventories. Hence,
Basque speakers are exposed to more dialectal
variation and need to cope with systemic varietal
differences, while Spanish speakers only have to
cope with regional differences in pronunciation that
are mostly limited to differences between regional
accents in phonetic implementations. Hence,
Basque bilingual populations may benefit from
regional variation and show processing advantages
due to training on a wider range of speech cues.
This could lead to further adaptations of SL on the
ontogenetic timescale, as individuals learn to cope
with a bilingual environment featuring multiple
systemic differences between regional varieties.
In our study, we used the recognition test (specif-

ically, postfamiliarization recognition accuracy
measured as the number of correct responses) from
the classic artificial language learning paradigm
to test for SL efficiency. In the auditory modality,
we expected all groups would demonstrate higher
accuracy on linguistic than nonlinguistic mate-
rials and that both bilingual groups would show
an additional advantage on linguistic material,
demonstrating the influence of bilingual speech
input on the ontogenetic timescale. In the visual
modality, we expected better recognition accuracy
on nonlinguistic material across groups (repli-
cating our earlier results). We did not have clear
predictions as to whether simultaneous exposure

to multiple languages would affect recognition
accuracy in the visual modality, but intended to
explore this possibility using between-group com-
parisons. It was possible that bilinguals’ experience
with different languages would also modulate SL in
the visual modality, reflecting the effects of written
language experience on individual development.
If so, we expected to observe differences between
the monolingual Spanish and bilingual Catalan
and Basque participants. This would indicate that
ontogenetic factors can lead to adaptations of SL
cognitive mechanisms that remained relatively
stable on the phylogenetic timescale.

Materials and methods

We reused the linguistic and nonlinguistic mate-
rial from Ordin et al.,29 but did not include the
semilinguistic material. The linguistic material
comprised a set of syllables. In the auditory modal-
ity, 32 consonant-vowel syllables were synthesized
from Spanish phonemes; 24 of these syllables were
used to create eight triplets: /ko-fa-me/, /fo-na-ku/,
/mo-si-ke/, /ka-so-ni/, /sa-mu-pe/, /no-su-pi/,
/po-fu-mi/, and /fe-nu-pa/. Within triplets, each
syllable predicted the following syllable with 1.0
probability, that is, TPs between adjacent syllables
within triplets were all set to 100%. In natural
languages, content words are usually combined
with pre/postpositions, articles, and clitics into
phonological words,41 and such functional ele-
ments can be modeled in artificial languages by
“filler” syllables between content words.42 We used
the eight remaining synthesized syllables—/ma/,
/fi/, /pu/, /se/, /ne/, /ki/, /li/, and /lu/—as functional
elements. We used only open (CV, i.e., consonant-
vowel) syllables because they are cross-linguistically
unmarked, that is, if a language has syllables with
codas (i.e., consonants or consonantal clusters after
the vowel), it also necessarily has open syllables,
yet the reverse is not necessarily true. Hence,
open syllables with a single consonant before the
vowel are universal and do not provide processing
advantages for native speakers of any language.
In all the native languages of our participants—
Basque, Catalan, and Spanish—open syllables (CV)
predominate, although Catalan allows for more
complex clusters.38
Using these materials, we implemented the fol-

lowing hierarchical linguistic structure. We first
concatenated the triplets and fillers using the grid
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Figure 1. A schematic representation of a familiarization (exposure) stream. Different shades of gray (in print) or colors (online)
represent filler syllables (blue) and triplets (orange). Imposed F0 contour is represented by the straight lines over the syllabic grid.
Prosodic hierarchy is displayed on the top. The figure shows one intonational phrase from a familiarization stream.

(Fig. 1) to create artificial phonological words. TPs
between these fillers and triplet-boundary sylla-
bles were approximately 12.5%. Then, we concate-
nated pairs of phonological words to create phono-
logical phrases (PPs). We then concatenated pairs
of PPs to create intonational phrases (IPs; or sen-
tences). The structure of the IP is displayed in
Figure 1. Finally, we concatenated IPs to produce
the exposure stream. Overall, each triplet was pre-
sented 80 times in the exposure stream, and we
avoided repeating the same triplet within one IP
prosodic frame. Each filler syllable was embed-
ded an equal number of times during an expo-
sure stream. The bilingual Basque–Spanish and
Catalan–Spanish assistants checked that no real
words from participants’ native languages emerged
in the exposure stream. The exposure stream was
synthesized in MBROLA,43 such that each syllable
lasted 240 ms (140 ms—vowels), with 50 ms pauses
between PPs within IPs and 150 ms between IPs.
An intonational contour, with a declination trend
from 210 to 100 Hz, was imposed on each IP; the
last syllable of each IP wasmarked by a sharp falling
tone that dropped from 100 to 80 Hz. Rising tones
were then added to mark the beginning and end
of each PP. These acoustic parameters simulate the
prosody of natural languages.44,45 Coarticulatory
information that might be relevant for detecting
word boundaries in natural speechwas not included
because we wanted to ensure that participants could
only use TPs to segment triplets. Note that, because
of fillers, triplets did not start immediately after or
finish with a pause. Boundary tones were imple-
mented on filler syllables and thus did not cue
triplet edges. This was done to prevent listeners
from using acoustic cues to detect triplet edges; they

were forced to rely only on statistical computations
(or frequency of co-occurrence of syllables) for seg-
mentation (see the description of the task below).
For nonlinguistic material, we used 32 transient

sounds (water drops, footsteps, squeaks, animal
noises, etc.) from https://freesound.org. These
sounds were equalized (compressed or extended)
to last 300 ms and normalized in intensity to 80
dB (to make them perceptually similar in terms of
loudness). Of these sounds, 24 were used to make
eight triplets and eight were reserved for fillers. The
sounds were concatenated in the same statistical
structures, using the same grid, as the syllable
exposure stream. The duration of pauses between
larger constituents was set to 200 ms, while pauses
between shorter constituents were set to 100 mil-
liseconds. Instead of the F0 modifications (imple-
mented in the linguistic material), we decreased
linear intensity to provide a boundary cue at the end
of the larger prosodic constituents, and increased
linear intensity to cue the beginning of constituents.
Amplitude ramping was applied over the initial and
two final syllables using the “filler” sounds at the
edges of constituents, that is, those sounds that
are not included in the recurrent triplets. These
prosodic manipulations are not typical of natural
speech, but provided structural complexity similar
to that implemented in the linguistic material.
For the recognition test, we synthesized isolated

triplets that were embedded in the exposure streams
(linguistic: F0 set to 120 Hz, monotone, 240 ms syl-
lables, 140ms vowels; nonlinguistic: 300ms sounds,
normalized by intensity level). The syllables/sounds
used in the recurrent triplets were redeployed to
create foils (sequences of three syllables/sounds in
which the TPs between elements within triplets
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Figure 2. Fractals used for the nonlinguistic material. Fractals in the upper rowwere used as fillers; fractals in the lower two rows
were used to compose triplets.

were violated). Two elements that appeared consec-
utively in the foils were never used consecutively
in the triplets. Filler elements from the exposure
streamswere not used in the recognition test tokens.
In one set of eight foils, the order of elements was
preserved (if a particular syllable/sound had been
used in the triplet-initial position in the exposure
stream, it was also in the foil-initial position). In
the other set of eight foils, the order of elements
inside triplets was violated (e.g., a triplet-initial
syllable/sound would only appear in the foil-medial
or foil-final position). Sample test tokens and famil-
iarization stream in linguistic and nonlinguistic
domains can be found in File S1 (online only).
In the visual modality, we used syllables for the

linguistic material and fractals (Fig. 2) for the non-
linguistic material. We used 12 syllables to compose
four triplets (TE-GU-BA, TA-BO-FA, KA-BE-TO,
andGA-FO-BU), and eight syllables for the as fillers
(TU, GO, GE, KO, KU, FU, FE, and KE). The fillers
and triplets were then arranged according to the
same grid as used for the auditory modality. Impor-
tantly, we used different syllables in the auditory and
visualmodalities. The elementswere then presented
in the middle of the screen, one by one, for 500
ms each. Boundary cues, displayed for 500 ms each,
were punctuation marks (commas and periods) in
the linguistic material and empty squares (white–
prominent against the dark gray background or
lighter gray–one tone lighter than the background)
in nonlinguistic materials. Each triplet was pre-
sented 50 times in an exposure stream. For the

recognition test, we used four triplets and eight foils
each from the linguistic and nonlinguistic domains.
Ordinal positions within the foil were preserved in
half but violated in the other half of the foils.
To ascertain to what extent peculiarities of the

linguistic and nonlinguistic material might drive
effects, and whether stimuli in different domains
and modalities were equally discriminable, we ran
a norming verification study with 24 participants
(age range: 18–35, M = 24) in the Basque country
who did not take part in the main experiment. Half
reported they were Basque–Spanish bilinguals, the
other half reported they were newcomers to the
Basque country who had no previous exposure to
the Basque language.
The norming experiment comprised two ses-

sions. In session 1, we used the same syllables,
fractals, and sounds that composed the recurrent
triplets in the main experiment: auditory linguistic
syllables (240 ms each); visual syllables (500 ms);
auditory nonlinguistic sounds (300 ms); and visual
fractals (500 milliseconds). On each trial, partic-
ipants saw three stimuli from the same category;
the second or the third stimulus was identical to
the first. There were buttons with marks “2” or “3.”
Participants had to decide whether the second or
the third stimulus was identical to (50% of trials) or
different from (50% of trials) the first stimulus by
pressing the corresponding button with a mouse.
The task message indicating whether they should
choose identical or different stimulus from the first
one in the sequence appeared only after all three
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stimuli were presented (because we wanted people
to pay equal attention to all three stimuli). Each
target stimulus appeared once in the similarity and
once in discrimination task, for a total of 48 audi-
tory trials and 24 visual trials per experiment. The
order of the four experiments was counterbalanced
so that 12 participants first did an experiment
with linguistic stimuli (six auditory first; six visual
first) and 12 participants started with nonlinguistic
stimuli (six auditory first; six visual first). The order
of stimuli within experiments was randomized for
each participant. Session 2 included four similar
experiments, except that the stimuli were not sep-
arate syllables or sounds, but whole triplets. They
completed 16 trials in the audio modality and eight
trials in the visual modality. Audio triplets were
separated by a 1000 ms pause; visual triplets by a
blank screen. We used the same counterbalancing
procedure for experiments and per-participant
randomization of trials in Session 2.
All participants performed at ceiling level,

responding correctly on all trials in all norming
experiments, suggesting that auditory syllables,
sounds, visual syllables, and fractals were all equally
and easily discriminable from one another, both
individually and when combined into triplets.

Procedure
We used a 2∗2 within-subject experimental design
with two sessions. In one session, participants
performed two experiments in the visual modal-
ity (linguistic and nonlinguistic material); in the
other, two experiments in the auditory modality
(linguistic and nonlinguistic material). The order
of sessions and the order of experiments within
sessions were counterbalanced across participants.
Each experiment consisted of a familiarization

and a recognition section. During familiarization,
people were exposed to a familiarization stream.
For nonlinguistic material, we asked participants to
watch alternating fractals displayed in the middle of
the screen or listen to a long streamof sounds, and to
detect andmemorize recurrent sequences of fractals
or sounds. For linguistic material, participants were
informed that they will learn an alien language by
listening to speech or see a text presented syllable-
by-syllable in themiddle of the screen; their taskwas
to detect and memorize the words of the alien lan-
guage. A yes/no recognition test was administered
after each familiarization section. The participants

saw either triplets from the familiarization stream
or foils and had to say whether they had seen these
during familiarization (for nonlinguistic material)
or whether these were words from an alien language
(for linguistic material). On each trial, we asked
participants how sure they were that their response
is correct (on a 4-point scale). Confidence ratings
were collected for a different study, and not analyzed
here. Each test token was used twice (yielding 48
trials in the auditory modality per test and 24 trials
in the visual modality per test). The order of trials
was randomized individually for each participant.
After the last experiment, participants per-

formed a subset of the Spanish KBIT IQ test46
targeting only logical IQ, which has been shown
to be valid and to capture individual differences
reliably across research and clinical contexts.47,48
Then, participants did a rapid picture-naming
test (bilingual participants in both of their native
languages and monolinguals in Spanish). The test
was based on the multilingual lexical test intro-
duced by Gollan et al.49 It comprised 65 images
representing common entities from different cate-
gories (animals, body parts, and everyday objects),
which were noncognates in both language pairs
(e.g., mesa (Spanish); taula (Catalan); mahaia
(Basque); gloss: table). Using instructions in the
corresponding language, we asked participants to
name all the objects first in one of the languages,
then in the other (order counterbalanced across
participants). Finally, bilinguals filled in a lan-
guage background questionnaire, detailing the
age of acquisition for both languages; percentage
of time each language was used in various social
contexts, for example, communication with a part-
ner/parents/children/friends/colleagues/educators,
and so on; their level of proficiency in other foreign
languages; and their preferred language for leisure,
that is, reading and movies.

Participants
We recruited 39 native Spanish monolingual speak-
ers residing in a monolingual area (the city of
Teruel), age range: 18–35, M = 24; 43 Catalan–
Spanish bilinguals (a Western Catalan variety
typical of Valencia), age range: 18–35,M = 25; and
46 Basque–Spanish bilinguals (standard Basque—
Batua—from Gipuzcoa), age range: 18–35,M = 25.
The sample of Basque bilinguals was different from
that reported in Ordin et al.29 All participants were
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matched in socioeconomic status and did not have
speech/language/hearing/cognitive disorders. We
did not recruit regular users or proficient speakers
of other languages (e.g., students of modern lan-
guages and translation; anyone who reported being
a frequent and fluent speaker of other languages was
excluded from the sample). All bilingual speakers
had been exposed to a bilingual environment from
birth and had acquired both languages simultane-
ously. They also reported beingmore frequent users
of their minority (Basque or Catalan) language in
informal social contexts and using both languages
equally in formal social settings.
We used the KBIT test to describe the samples

in terms of their IQ score distribution. The IQ
scores within each group were distributed normally
(Shapiro–Wilk test: P > 0.02 for each group) and
no differences in variance of IQ score distribu-
tions were observed (Levene’s test: P = 0.158).
An analysis of variance (ANOVA) did not reveal
significant differences between the group means,
F(2,124) = 0.209, P = 0.812.

The rapid naming test, a proxy for lexical access
efficiency, was used to assess the relative profi-
ciency of bilinguals in each of their languages. For
each image correctly named in a corresponding
language, participants received one point (the
maximum score is 65 points per language). Smaller
individual differences reflect more balanced bilin-
gual proficiency. In Spanish, all bilinguals (and
monolinguals) achieved maximum scores. How-
ever, the Basque participants scored higher in
Basque (medianM = 64) than Catalan participants
scored in Catalan (M = 61). A Mann–Whitney
U-test showed a significant difference in lexical
access in minority languages between bilingual
groups,W = 1636.5, P < 0.001, �M = 3 (Fig. 3).

This difference was due to the fact that Catalan
bilinguals often used a Spanish noun to name an
object in the rapid picture-naming task, and such
responses were considered incorrect. Basque bilin-
guals did not use Spanish words to name objects in
the same test administered in Basque. This differ-
ence can probably be attributed to greater overlap
in the Catalan–Spanish than the Basque–Spanish
bilingual lexicons. Both Catalan and Spanish are
Romance languages and share most vocabulary
stems. Substituting a Spanish word for a Catalan
word or vice versa can often go unnoticed in every-
day conversations. By contrast, Basque and Spanish

Figure 3. Number of correct responses in Catalan (for
Catalan–Spanish bilinguals) and in Basque (for Basque–
Spanish bilinguals) in the picture-naming task. The box shows
the middle 50% range; the horizontal line inside the box shows
the median; the bars represent the first and fourth quartiles.
The range of possible scores is between 0 and 65 (minimum
and maximum scores).

are genealogically diverse languages, and differ-
ences in core vocabulary may prevent bilinguals
from substituting Basque for Spanish words, thus
leading to the consolidation of two discrete vocab-
ulary items. Moreover, Basque and Spanish are
typologically different, hence using a Spanish word
in a Basque sentence often requires adaptations to
morphology. For example, using a Basque word in
a Spanish sentence may require deciding how to
assign noun gender in Spanish (Basque does not
have gender markers). In short, Basque–Spanish
bilinguals face various cross-language challenges,
which may lead to greater separation between their
mental lexicons. Hence, the slight difference in test
scores and the large difference in score variability
do not necessarily indicate that Catalan–Spanish
bilinguals had less balanced proficiency in their
languages, but may instead reflect the differing
degrees of separation in their mental lexicons.

Analysis
We were interested in the efficiency of SL between
domains (linguistic versus nonlinguistic) in two
perceptual modalities (visual and auditory). Effi-
ciency can be related to multiple parameters: (1)
speed of learning; how fast regularities are detected
and discrete patterns are extracted from a contin-
uous sensory input; (2) automaticity; how much
cognitive resources are consumed by SL and to
what extent SL is compromised by parallel tasks
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that divert attentional or memory resources; (3)
stability of SL; the steepness or speed of the learning
decay; and (4) transferability; whether extracted
regularities can be used to better process new
inputs, unrelated to those from which these reg-
ularities were extracted. Within the framework of
this project, we measured SL efficiency in terms
of accuracy (number of correct responses) in the
recognition test. Correctness, however, can also
be determined independently by how well false
patterns are rejected, and how well correct patterns
are accepted (hence we explored rejection and
acceptance accuracy separately).
Our analysis uses signal detection theory (SDT)

and the false discovery rate (FDR). The latter is
common in evaluating the efficiency of pattern
recognition algorithms. This means we consider
a human participant as an information processing
unit who has to sort the test tokens presented into
relevant (i.e., triplets) and irrelevant (i.e., foils)
categories. As in all binary classification tasks,
accepted triplets are considered true positives;
accepted foils, false positives; rejected triplets, false
negatives; and rejected foils, true negatives. The
efficiency of decision-making strategies adopted by
a participant was evaluated using sensitivity (the
ratio of true positives to all other relevant tokens,
i.e., the proportion of the relevant tokens that were
endorsed) and specificity (the ratio of true negatives
to all incorrect responses) measures (Fig. 4). In
other words, sensitivity is the probability of detect-
ing relevant tokens among all available tokens; and
specificity is the probability of identifying irrelevant
token as relevant tokens.
Within the SDT analytical framework, true pos-

itives are defined as hits, while false positives are
defined as false alarms. Unselected relevant items
(those outside the large circle in themiddle of Fig. 4)
are defined as misses, and unselected irrelevant
items are defined as correct rejections. Unlike SDT,
FDR canmeasure the efficiency of rejection and effi-
ciency of endorsement separately. Since we believe
that from an evolutionary perspective SL was honed
by the need to detect breaks in statistical structure,
it is highly possible that higher efficiency due to evo-
lutionary selection pressures will be reflected in bet-
ter specificity. Besides, we have two different types
of foils, and the FDR approach allows us to focus on
these two types of foils separately so as to evaluate
the respective contributions of positional memory

Figure 4. The large square shows the population of tokens
that are divided into binary classes by the participants (e.g.,
into words and nonwords). As participants need to respond
whether an item is a word or not, the nonwords are irrelevant
items, and the words are relevant items. The large circle in the
middle embraces the tokens that are endorsed as words by a
participant. Endorsed irrelevant items are false positives, and
endorsed relevant items are true positives.

and statistical regularity to the efficiency of detect-
ing foils. In fact, our choice of the analytic approach
reflects the importance of distinguishing between
the efficiency of triplet endorsement and foil rejec-
tion. Higher values of sensitivity and specificity
stand for higher SL efficiency in terms of acceptance
and rejection accuracy, respectively.
The efficiency of the classification algorithm,

however, depends on a combination of sensitivity
and specificity, taking any possible bias to either
accept or reject presented tokens into consideration
(i.e., individual overall tendency to respond “yes” or
“no”). To measure efficiency in terms of combined
rejection/acceptance accuracy, we first calculated a
precision value for each individual as a ratio of true
positives to all endorsed tokens (the probability that
an endorsed token was indeed a triplet). Precision
gives us the probability that a given token was a
triplet from the exposure input, given that it was
selected by an individual. This allows us to calculate
D-prime (d′), a measure of individual sensitivity
that is unaffected by any individual bias to accept or
reject tokens. D-prime provides a different measure
of efficiency (in terms of accuracy) that can be
considered as a verification of the interpretation
based on the FDR precision measure.
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Due to multiple differences in the subsets of SL
mechanisms that operate in the visual and auditory
modalities,22,50,51 direct comparison of SL efficiency
between modalities is not meaningful. Instead, we
compare FDR measures across linguistic and non-
linguistic material (within-subject) and between
groups (Basque–Spanish, Catalan–Spanish, and
monolingual Spanish participants).

Results

Comparing the groups
IQ scores were not different between linguistic
populations, but the scores on rapid naming tests
in Catalan by Catalan–Spanish bilinguals were
significantly lower than those in Basque by Basque–
Spanish bilinguals. In the description of our linguis-
tic populations in the Methods section above, we
suggested that lower scores in the picture-naming
task by Catalan bilinguals did not reflect lower pro-
ficiency in their minority (i.e., local) language but
rather the relative ease of exchanging Catalan and
Spanish words within a single sentence. However,
additional tests were run to verify whether this
difference between bilinguals could influence accu-
racy in the recognition tests. Although the scores
on the rapid naming test showed high proficiency
both in Basque and Catalan for the corresponding
bilingual samples, the variance of the scores was
larger for the Catalan (range: 52–65) than for the
Basque (range: 60–65) speakers. We performed a
median split on the Catalan speakers, based on their
rapid naming test scores (median score = 61; 18
participants had lower scores in the range 52–60; 21
participants had higher scores in the range 62–65;
and 3 participants hadmedian scores). Next, we ran
t-tests on each measure of SL efficiency (D-prime,
precision, recall, bias, and overall specificity, sepa-
rately in the auditory and visual modalities). We
did not observe any significant differences between
Catalan participants with lexical test scores below
or above the median. Levene’s test showed that the
variance in the values of the dependent variable
was equal in the subgroups formed based on the
median split. Spearman correlations between each
dependent variable and scores on the lexical test,
as well as all correlations, proved insignificant and
negligible (all test results can be found in the File S2,
online only). These results strengthen the argument
that the variability of lexical test scores had no effect
on SL efficiency. This variability probably resulted,

as we suggested earlier, from the fact that Catalan
and Spanish are genealogically close so that a word
from one language can be used in place of a word
in the other language; Catalan speakers tended to
name objects in Spanish during the test, as they
would do it in their utterances in Catalan, but
technically these responses had to be considered
wrong answers, decreasing test scores.

Auditory modality
D-prime (auditory). In our earlier experiment,
we found that d′ in the auditory modality was
higher on linguistic than on nonlinguistic material
in the group of Basque–Spanish bilinguals. In this
study, we wanted to compare the difference in d′

between the three populations. For this purpose,
we calculated d′ by taking the difference between
d′ on linguistic and nonlinguistic material for
each individual, then performed the analysis of
variance (ANOVA, assumptions of normality, and
equal variance are controlled for by the Shapiro–
Wilks and Levene’s tests) on individual deltas with
group as a factor. The analysis showed that differ-
ences in d′ varied significantly between groups,
F(2,125) = 3.427, P = 0.036.

We hypothesized that the effect of a bilingual
environment would lead to adaptations of SL
mechanisms in the ontogenetic timecourse of indi-
vidual development and increase the difference
in performance on linguistic versus nonlinguistic
material in bilinguals relative to monolinguals.
Pairwise comparisons (all P values corrected by
the Holm–Bonferroni method here and below,
unless otherwise specified) showed that �d′ was
larger in the group of Basque bilinguals than in
the group of monolinguals (P = 0.036). However,
we did not observe significant differences in �d′

between Catalan bilinguals and Spanish monolin-
guals (P = 0.861). Interestingly, the difference in
�d′ was significant between Basque and Catalan
bilinguals (P = 0.02). The pattern suggests that the
Basque–Spanish bilingual environment increased
the difference in SL performance on linguistic
versus nonlinguistic material compared to both the
monolingual and Catalan–Spanish environments.

Precision (auditory). Precision values—positive
predictive values—reflect the probability that
an endorsed token is an actual triplet from the
familiarization input (Fig. 5). ANOVA (with mate-
rial type as within-subject factor and group as
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Figure 5. Precision, sensitivity (acceptance accuracy), and specificity (rejection accuracy) on linguistic and nonlinguistic stimuli
in the visual and auditory modalities. Specificity graphs are given for overall specificity, across both types of foils. Error bars show
95% CI.
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between-subject factor) did not reveal sta-
tistical differences either between groups,
F(2,125) = 0.715, P = 0.491, or between mate-
rial types, F(1,125) = 1.174, P = 0.281. There was
also no significant interaction between group and
material type, F(2,125) = 1.595, P = 0.207.

Sensitivity (recall) (auditory). Sensitivity
(recall), the true positive rate, reflects the prob-
ability that presented tokens will be endorsed if
they are indeed recurrent triplets from the familiar-
ization input (Fig. 5). We subjected the recall values
to ANOVA with group as a between-subject factor
and material type as a within-subject factor. The
analysis revealed a significant effect ofmaterial type,
F(1,125) = 29.157, P < 0.0005, with better recall on
nonlinguistic than linguistic material in all samples,
and group; F(2,125) = 5.529, P = 0.005. There was
no significant interaction betweenmaterial type and
group, F(2,125)= 2.05, P= 0.133. Pairwise compar-
isons showed that recall was lower in the group of
Basque–Spanish than inCatalan–Spanish bilinguals
(P = 0.04) or Spanish monolinguals (P = 0.007),
with no difference between Catalan bilinguals and
monolinguals (P= 1.0). Thus, nonlinguistic triplets
are recognized and retrieved better than linguistic
ones, and overall Basque bilinguals miss more
triplets than Catalans or monolinguals. At the same
time, the percentage of correctly retrieved tokens
among all retrieved tokens did not differ between
groups. These results for precision and sensitivity
can be explained by a stronger tendency to accept
tokens—irrespective of their correctness—by Cata-
lans and monolinguals. Hence, we next compared
the bias (criterion C) between groups.

Bias (C) (auditory). All individuals had a strong
tendency to accept tokens, which is not surprising
given that the recognition test included twice as
many foils as triplets. An ANOVA with group
and material type showed that participants were
more likely to accept nonlinguistic test tokens
than linguistic ones, F(1,125) = 43.371, P <

0.0005. The effect of group was also significant,
F(2,125) = 6.289, P = 0.002, with no signifi-
cant interaction between group and material type,
F(2,125) = 0.926, P = 0.399. Pairwise comparisons
showed that overall Catalan bilinguals had a higher
tendency to accept tokens than Basque bilinguals,
P = 0.002. Other pairwise differences between
groups were not significant. Recall was significantly

different between Basque bilinguals and Spanish
monolinguals, but they did not differ on acceptance
bias, suggesting that the combination of recall and
precision patterns could not be fully accounted for
by response bias.

Specificity (auditory). Specificity—the true neg-
ative rate—reflects the probability that test tokens
are not endorsed if they are foils (participants are
good at rejecting tokens that were not embedded
into the familiarization input). The ANOVA with
group and material type as factors showed a sig-
nificant effect of material type, F(1,125) = 37.333,
P < 0.0005 and group, F(2,125) = 5.492, P =
0.005, with no interaction between the groups,
F(2,125) = 0.347, P = 0.707. Pairwise comparisons
showed that the only significant pairwise difference
was between Catalan and Basque bilinguals, who
had a higher true negative rate, P = 0.004 (Fig. 5).
We then separately compared specificity for

different foil types. First, we calculated specificity
for foils, in which the positional order of elements
(syllables or sounds) was preserved, and subjected
these measures to an ANOVA with material type
and group as factors.We observed a significant effect
of material type, F(1,125) = 12.57, P = 0.001, with
higher specificity on linguistic material. We found
no significant effect of group, F(2,125) = 2.344,
P = 0.1, and no significant interaction between
the factors, F(2,125) = 0.877, P = 0.419. For the
foils, in which the ordinal position of elements
was violated, we observed a significant effect of
material type, F(1,125)= 34.654, P< 0.0005 (speci-
ficity was higher on linguistic material) and group,
F(2,125) = 7.97, P = 0.001, but no significant
interaction between these factors, F(2,125) = 0.66,
P = 0.519. Pairwise comparisons for the group fac-
tor reveal that specificity on such foils was higher
in Basque than Catalan bilinguals, P < 0.0005, and
in Catalan bilinguals than Spanish monolinguals,
P = 0.036, with no significant difference between
two groups of bilinguals (Catalan and Basque). This
pattern shows that rejection accuracy (the true neg-
ative rate) based on detecting violations of statistical
regularities did not differ between groups. However,
Basque bilinguals were better at rejecting foils that
violated both statistical regularities and positional
order, suggesting that the contribution of memory
to rejection of statistical regularities was lower in
the Catalan bilinguals than in the other two groups.
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Visual modality
D-prime (visual). ANOVA with material
type and group as factors showed that d′ was
significantly higher on nonlinguistic than linguistic
stimuli, F(1,125) = 26.98, P < 0.0005 but group,
F(2,125) = 1.325, P = 0.27, and the interaction
between factors, F(2,125) = 0.01, P = 0.99, were
not significant. We then calculated �d′ by taking
the difference between d′ on linguistic and nonlin-
guistic material for each participant and performed
an ANOVA on the differences in d′ as a factor
of group. The analysis did not reveal a significant
effect of group, F(2,125) = 0.01, P = 0.99. Overall,
this pattern of results confirms that in the visual
modality, SL was more efficient on nonlinguistic
material, and this effect was not modulated by
individual linguistic experience.

Precision (visual). We ran an analysis on positive
predictive values with group and material type as
factors. The analysis showed a significant effect of
material, F(1,123)= 15.05, P< 0.0005, with no sig-
nificant effect of group, F(2,123)= 0.512, P= 0.601,
and no significant interaction between group and
material type, F(2,123) = 0.043, P = 0.957. We
observed higher precision on nonlinguistic stimuli
than linguistic stimuli in all groups (Fig. 5). It
appears that all people are more likely to endorse
only relevant tokens on nonlinguistic material.

Sensitivity (recall) (visual). Recall is higher
on nonlinguistic than linguistic stimuli across all
groups (Fig. 5). The analysis showed a significant
effect of material type on recall, F(1,125) = 23.186,
P < 0.0005. The effect of group, F(2,125) = 1.731,
P = 0.181, and interaction between group and
material type were not significant F(2,125) = 0.741,
P = 0.479.

Specificity (visual). We ran an analysis on the
true negative rate scores with group and material
type as factors. This analysis did not reveal any
significant effect ofmaterial type, F(1,125) = 2.063,
P = 0.153, group F(2,125) = 1.151, P = 0.32, or
any interaction between group and material type,
F(2,125) = 0.904, P = 0.407. This suggests that
there was no difference in the efficiency with which
participants with different native languages rejected
linguistic and nonlinguistic foils (Fig. 5).
Next, we compared specificity for different foil

types. In rejection efficiency for foils in which the

positional order of elements was preserved, we
did not observe a significant effect of material type
F(1,125) = 0.063, P = 0.802 or a material type by
group interaction (2,125) = 0.115, P = 0.891. The
effect of group was significant, F(2,125) = 3.246,
P = 0.042. Pairwise comparisons revealed no
significant differences between bilingual groups,
P = 0.815, but higher specificity in the group
of Basque bilinguals compared to monolinguals,
P= 0.02 (uncorrected), and in the group of Catalan
bilinguals compared to monolinguals, P = 0.039
(uncorrected). However, after applying correction
for multiple comparisons, the P values failed to
exceed the a priori α threshold (0.05). For the
foils, in which the ordinal position of elements was
violated, we observed a significant effect ofmaterial
type, F(1,125) = 4.709, P = 0.032, with high speci-
ficity on nonlinguistic material. The effect of group,
F(2,125) = 0.075, P = 0.928, and the interaction
betweenmaterial type and group, F(2,125) = 2.528,
P = 0.084 were not significant. This pattern of
results allows us to make only one unambiguous
conclusion: rejection efficiency is modulated by
material type only when the positional order of
elements is violated, with better rejection accuracy
on nonlinguistic material.

Bias (C) (visual). All individuals exhibited an
overall tendency to accept tokens, which was
modulated by material type, F(1,125) = 6.011,
P = 0.016, with no significant effect of group on
the endorsement bias, F(2,125) = 1.308, P = 0.274,
or interaction between material type and group
F(2,125) = 1.174, P = 0.313. This endorsement
bias was stronger for nonlinguistic than linguistic
material. This might explain the higher proportion
of endorsed relevant tokens (i.e., recall) in the non-
language compared to the language domain across
all groups. However, it does not account for equal
specificity across all groups and material types (in
the visual modality) or precision (the proportion of
relevant tokens among all endorsed tokens). These
results cannot be completely explained by the
stronger overall tendency to endorse nonlinguistic
tokens.

Discussion

Our analyses aimed to compare SL performance on
linguistic and nonlinguistic material in the visual
and auditory perceptual modalities, with material
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Table 1. Summary of significant results

Measure Auditory results Visual results
�d′ d′

ling – d′
nonLing:

Is sensitivity within modality higher
on linguistic or non-linguistic
material?

Basq>Cat;
Basq>mono

n/s

C Bias criterion:
Are people more likely to endorse

presented tokens (positive C
values) or reject them (negative C
values)?

Material

Group

NonLing>Ling

Basq<Cat

Material

Group

NonLing>Ling

n/s

Precision Proportion of relevant tokens among
all endorsed tokens:

Do people retrieve well?

Material

Group

n/s

n/s

Material

Group

NonLing>Ling

n/s
Sensitivity (recall) Proportion of endorsed tokens

among all relevant tokens:
Do people retrieve well?

Material

Group

NonLing>Ling

Basq<Cat;
Basq<mono

Material

Group

NonLing>Ling

n/s

Specificity Proportion of foils that were not
endorsed:

Do people reject well?

Material

Group

Ling>NonLing

Basq>Cat

Material

Group

n/s

n/s
SpecificitySame_Pos Do people reject the foils that

preserve the positional order of
elements well?

Material

Group

Ling>NonLing

n/s

Material

Group

n/s

Basq>mono
(uncorrected)
Cat>mono
(uncorrected)

SpecificityDif_Pos Do people reject the foils that violate
the positional order of elements
well?

Material

Group

Ling>NonLing

Basq>Cat
mono>Cat

Material NonLing>Ling

type (linguistic–Ling and nonlinguistic–NonLing) as
a within-subject factor and group (Basque–Spanish
bilinguals–Basq, Catalan–Spanish bilinguals–Cat,
and Spanish monolinguals–Mono) as a between-
subject factor. As the underlying cognitive processes
of SL across modalities are different and differences
in complexity of visual and auditory material are
unavoidable, direct comparison betweenmodalities
was not carried out. Table 1 presents the main result
patterns for each modality.
In our earlier study,29 we found that sensitiv-

ity (measured as d′) in the population of Basque
bilinguals was higher on linguistic material in the
auditory modality and on nonlinguistic material in
the visual modality. Here, we analyzed whether the
difference in sensitivity on different types of mate-
rial was further modulated by the native language
of the participant. We found that d′ was higher
on nonlinguistic material in the visual modality

in both groups of bilinguals and in monolinguals,
and this difference was not modulated by the native
language(s) of the participants. In the auditory
modality, Basque bilinguals were more sensitive
to linguistic material than Catalan bilinguals and
monolinguals. Building further on our hypothesis
that long-term exposure to spoken speech on the
timescale of natural evolution could have resulted in
adaptive changes of SL mechanisms for processing
linguistic information, we now suggest that lin-
guistic experience at an ontogenetic timescale can
modulate this enhancement. Long-term individual
exposure to the Basque–Spanish bilingual environ-
ment hones SL in the auditory modality for speech
processing. In the visual modality, we did not
observe evidence that SL mechanisms, which con-
ceivably evolved for processing fitness-related envi-
ronmental information, have undergone adaptive
changes at either the phylogenetic or ontogenetic

13Ann. N.Y. Acad. Sci. xxxx (2022) 1–19 © 2022 The Authors. Annals of the New York Academy of Sciences
published by Wiley Periodicals LLC on behalf of New York Academy of Sciences



Intermodality differences in statistical learning Polyanskaya et al.

timescales, in order to afford better processing of
linguistic information (this pattern of results might
differ in deaf populations using sign language).
This confirms our suggestion that written language,
as a relatively recent cultural invention, has not
yet influenced the underlying cognitive machinery
of SL.
The advantage of the signal detection theoretic

approach taken here is that it provides a sensitivity
measure (i.e., d′) that is not biased by an individual’s
tendency to endorse or reject presented tokens (i.e.,
C). One of the project objectives was, however,
to investigate recognition accuracy for old items
(true endorsement rate) and novel items that were
not implemented in the exposure input. Hence, we
also used an FDR analytic approach adopted from
machine learning and analyzed the efficiency of
endorsements and rejections separately.
We observed that retrieval (endorsement of

relevant tokens from the pool of presented tokens),
or recall, was higher on nonlinguistic material in
both modalities but in the audio modality, recall
was lower in Basque bilinguals than in Catalan
bilinguals and Spanish monolinguals. The recall
measure is not bias-free and could potentially be
attributed to a stronger tendency to accept nonlin-
guistic tokens in both modalities, irrespective of
whether these tokens are relevant. However, across-
group differences in the auditory modality do not
correspond to those observed for the bias measure:
Basque bilinguals had lower recall than Spanish
monolinguals, but the difference in levels of bias
went in a different direction: Basque natives had a
lower—albeit insignificantly so—general tendency
to endorse tokens, suggesting that the recall pattern
is not completely accounted for by bias.
Specificity—or rejection efficiency—was not

significantly different between material types and
groups in the visual modality and was higher on
linguistic than onnonlinguisticmaterial in the audi-
tory modality, with higher rejection efficiency by
Basque than by Catalan bilinguals. The specificity
pattern in the auditory modality could be attributed
to differences in bias. However, in the visual modal-
ity, the bias and specificity measures did not go
in the same direction because participants in all
linguistic populations revealed a stronger tendency
to endorse nonlinguistic tokens, which did not
lead to significant differences in specificity. This
uncoupling between bias and specificity suggests

that rejection accuracy is partially independent of
the general tendency to respond “yes” or “no” in the
recognition test. The bias cannot fully account for
the observed across-modality and group differences
in the rates of true positive (recall) and negative
(specificity).
The precision rate reflects a combined contri-

bution of endorsement and rejection efficiency
to the accuracy of token classification as relevant
(extracted from the exposure input) or irrelevant
(not embedded in the exposure input). In the
visual modality, recall was higher on nonlinguistic
material and specificity was not significantly dif-
ferent between material types and groups; hence,
precision values were determined only by the recall
measure and repeated the recall pattern. In the
auditory modality, a higher recall on nonlinguistic
material and higher specificity on linguistic mate-
rial neutralized differences in the precision between
linguistic and nonlinguistic domains. Hence, we
consider precision to be less informative for this
dataset, and here focus on discussing rejection
and acceptance separately, as proposed in our
justification for using the FDR approach.
We proposed that SL mechanisms were shaped

for detecting deviations in incidentally detected
environmental patterns (and later redeployed for
processing linguistic information), which means
that on environmental nonlinguistic stimuli, we
should expect higher rejection accuracy (speci-
ficity) on nonlinguistic material. The observed
pattern, however, is not in line with this prediction.
In the visual modality, the significant advantage
for nonlinguistic material was observed in recall
(acceptance accuracy), not specificity. In the audi-
tory modality, we observed better recall on non-
linguistic material as well, and better specificity on
nonlinguistic material. This indicates that detection
of irrelevant auditory tokens that violated statistical
regularities was better on speech-like material,
and detection of statistically congruent tokens,
both visual and auditory, is better on nonspeech-
like material. We still observe overall higher SL
efficiency on nonlinguistic material in the visual
modality, but not because nonlinguistic foils are
rejected with higher accuracy, but rather because
nonlinguistic statistically congruent triplets are
endorsed better. This suggests that people detect
the presence of structure, not absence of structure,
as we proposed. This is a worrisome deviation from
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our theoretical premises, constructed based on the
evidence from earlier studies28,52—although it is
not central to this particular study—and it calls
for further explanation. Below, we propose another
possible explanation, which should be verified
empirically in future studies.
Learning, including SL, can be accounted for by

the free energy principle,53 which states that mod-
eling the world for efficient processing by cognitive
systems relies on minimizing entropy (i.e., free
energy variation) in the sensory input. Maximum
reduction of entropy for SL mechanisms occurs
when TPs are minimized (at transitions where
the following element is least predictable, entropy
becomesmaximal; once this uncertainty is resolved,
there is maximum reduction of entropy). This
principle was more prominently reflected in the lin-
guistic material in the auditory modality, resulting
in better detection of statistical violations and thus
higher rejection accuracy. In the visualmodality, the
same free energy principle explains the tendency of
organisms to reduce the number of cognitive states
they have to maintain by detecting sensory patterns
(each pattern or set of patterns is associated with a
particular cognitive state or phenotypic response),
and to revisit these states multiple times,54 solidi-
fying an associated phenotypic response. Hence, in
the visual modality, which is honed for detecting
recurrent (spatial) patterns rather than recur-
rent sequences, we observed higher recall on
nonlinguistic material. Processing nonlinguistic
material in the EEA shaped phenotypic responses
and cognitive states over a longer evolutionary
timespan.
We also observed that the influence of long-term

exposure to spoken speech at the evolutionary
timescale was further modulated by the long-term
effects of native language at the timescale of indi-
vidual development. Note that the differences are
between Basque–Spanish bilinguals and Catalan–
Spanish bilinguals and between Basque–Spanish
bilinguals and Spanish monolinguals. We did
not observe differences in SL efficiency between
Catalan–Spanish bilinguals and Spanish monolin-
guals. This result required further investigation
given that we expected both bilingual groups to
exhibit similar behavioral patterns and to differ
from monolinguals (see Introduction). Our initial
hypothesis was based on the phonological differ-
ences between Basque and Spanish and between

Catalan and Spanish, yet the Catalan participants
were recruited in Valencia, a province where the
western dialect of Catalan is more widespread than
the standard (or eastern) Catalan variety. Impor-
tantly, western Catalan is more similar to Spanish
in terms of vowel frequency, vowel distribution,
and durational contrasts.55,56 Standard Catalan
has vowel reduction, which reduces the range of
vowels from seven phonemes in stressed positions
to three in unstressed positions, and reduces the
durations of unstressed vowels, thus leading to
higher durational ratios of stressed to unstressed
vowels and higher variability in the temporal distri-
bution of vowels and interstress intervals. Western
Catalan has five vowels in unstressed positions
(like Spanish) and does not enhance durational
contrasts between stressed and unstressed vowels,55
in line with other Romance languages, including
Castilian Spanish.56 Western Catalan and Spanish
both exhibit a tendency to trochaic foot grouping,
while Eastern Catalan exhibits iambic metrical
patterns.39 Finally, Eastern Catalan sometimes uses
(SV)O intonational phrasing pattern, along with
a more common (S)VO phrasing, while Spanish
and Western Catalan exclusively group compo-
nents in (S)VO phrasing, limiting the range of
possible intonational phrasing patterns.35,57 These
phonological differences are sufficiently prominent
to enable prelinguistic babies from monolingual
Catalan families (i.e., in which all family members
use only Catalan at home and with their babies,
thus minimizing Spanish speech input) to dis-
criminate between Eastern and Western Catalan
utterances, based on prosodic and segmental differ-
ences between the varieties.58 Prosodic cues as well
as the distributional and temporal properties of the
vowels that contribute to particular rhythmic prop-
erties are employed for detecting the boundaries
between linguistic constituents.59–61 Thus, the cues
for segmenting continuous speech into PPs and
words are different inWestern and Eastern Catalan,
and in Western Catalan, these cues are similar to
those in Spanish. Basque bilinguals use different
segmentation cues for processing utterances in
Basque and Spanish. Thus, exposure to a Basque–
Spanish environment would domore to enhance SL
mechanisms for processing linguistic information
in the auditory modality than exposure to either a
Catalan–Spanish bilingual or a monolingual Span-
ish environment.
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Now, we turn to the analysis of specificity on
different types of foils. This analysis revealed that
rejection was more efficient on linguistic material
in the auditory modality for both types of foils.
In the visual modality, we found the opposite
pattern and only for the foils that violated the
positional order of elements (fractals and written
syllables) within presented triplets. This result
is in line with our earlier suggestion that SL is
more efficient on language material in the auditory
modality and on nonlanguage material in the visual
modality.
The foils thatmaintain the positional order of ele-

ments can be rejected based on detecting violations
of TPs and/or weak neural activation in memory
networks on presentation of foils.28,52 In addition
to these mechanisms based on associative memory
and tracking statistical regularities, rejecting foils
that violate the positional order of elements also
relies on mechanisms related to positional memory.
Native language(s) appear to have influenced the
efficiency of positional memory mechanisms differ-
ently. The disadvantage shown byCatalan bilinguals
in rejecting foils that violated the positional order of
syllables or sounds may be accounted for by more
efficient positional memory mechanisms in Basque
bilinguals and Spanish monolinguals than in Cata-
lan bilinguals. This result was unexpected. Further
empirical investigation would be required to under-
stand whether this result is robust, a random sta-
tistical artifact, or accounted for some confounding
differences between participant samples.
In the visual modality, rejection of foils that

only violated TPs (foils in which the syllables or
fractals maintained their ordinal positions within
foil triplets) was not modulated by material type
or group, and rejection of foils that also violated
the positional order of elements—and thus allowed
people to rely on positional memory in rejecting
foils—provided a processing advantage for non-
linguistic material. Intriguingly, in the auditory
modality, positional memory enhanced rejection
efficiency both on the linguistic and nonlinguistic
materials, while in the visual modality, it only
enhanced rejection efficiency on the nonlinguistic
material, highlighting the fact that native languages
only affect auditory processing.
SL is a general ability to extract regularities from

sensory input and to use these regularities to struc-
ture the environment for more efficient processing,

to guide behavioral responses, and to distribute
cognitive resources between tasks and sources of
sensory input. It is supported by different sets of
mechanisms in the visual and auditory modali-
ties. However, within these modalities, the sets of
mechanisms that operate on specific types of input
(e.g., linguistic and nonlinguistic) are similar.1,22,51
Phylogenetic factors shaped these mechanisms,
while ontogenetic factors can only modulate the
efficiency of already-existing mechanisms, honing
them for a specific type of input. This only occurs
in the auditory modality, by providing new targets
for selection via exposure to different sets of cues in
the sensory input, relevant for modeling the world
by each individual.

Limitations of the study and future
perspectives

It is important to emphasize that our conclusion is
based on a restricted set of linguistic populations
(only three populations, for whom Spanish was
either the only or one of the native languages),
living in relatively rich Western communities with
shared cultural values and socioeconomic struc-
tures. Further tests are necessary to confirm the
effects of acoustic and phonological differences
between languages in a bilinguals’ inventory on
ontogenetic influences on SL abilities. SL ability
over the course of ontogenetic development might
also be affected by economic stability, lifestyle
(e.g., rural versus urban environments, where
different flows of information with distinct cues
may occur at varying rates), or even cultural val-
ues (e.g., extracting information that is relevant
for personal success versus community benefits).
Controlled experimental studies are necessary
if we wish to better understand how language-
irrelevant factors might interfere with individual
development of SL abilities in the language and
nonlanguage domains. Only then we will be able to
fully understand how ontogenetic factors modulate
the efficiency of SL abilities shaped by phylogenetic
influences.
Another interesting direction for future research

would be to compare literate and illiterate popu-
lations, especially in regard to ontogenetic influ-
ences on SL, or to compare populations in which
language has transparent orthography (where
correspondences between letters and sounds are
direct and allow one-to-one mapping, as in most
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Romance and Turkic languages) with populations
that use opaque orthography (where letter-sound
correspondences are arbitrary to a naive reader,
as in, e.g., English, Thai, and French). The native
languages of all our participants (Spanish, Cata-
lan, and Basque) had transparent orthographies;
hence, we would not have been able to detect any
effect of orthography depth (the degree to which
grapheme-sound mapping deviates from direct
one-to-one correspondence), if one indeed exists
on the ontogenetic timescale, in these populations.
The current study is limited to SL efficiency mea-

sured as recognition accuracy. Additional insights
may be gained by considering other aspects of
SL efficiency, beyond recognition accuracy. It is
possible that ontogenetic influences would have a
stronger effect on speed of learning, automaticity,
steepness of learning decay, or the transferability
of extracted regularities for processing of new
input, different from the input from which these
regularities were acquired. Reading, for example,
is an automatized behavior (it does not require
constant conscious monitoring), and automaticity
increases as reading proficiency grows. Reading
and SL efficiency are correlated;62–64 hence, as
reading skills improve over the course of ontoge-
netic development, this may affect SL automaticity
rather than accuracy. This could be reflected in
automatic detection of statistical regularities and
extraction of discrete constituents from a continu-
ous stream of syllables, while leaving the processes
related to committing these constituents to mem-
ory, strengthening memory representations, and
retrieving these constituents during the recog-
nition test unaffected. Transparent orthography
may promote sound-to-grapheme links, which
might facilitate—as far as possible—the transfer of
SL skills across modalities. Different writing sys-
tems (hieroglyphic, in which logograms represent
morphemes or whole words; alphabetic; logo-
graphic, including both classical syllabic scripts,
in which symbols stand for separate syllables, and
consonant-based logographic scripts, in which
symbols represent consonants, with vowels—when
necessary—represented by modifications to these
core consonantal graphemes) might highlight TPs
between different elements—syllables, consonantal
graphemes, phonemic graphemes, morphemes,
or word-like items—thereby modulating the use-
fulness of such cues and the cognitive load they

incur during processing. Familiarity with different
writing systems may affect learning speed and
decay in particular types of SL experiments. Hence,
other measures of SL efficiency, other than recog-
nition accuracy, may also reveal phylogenetic and
ontogenetic influences in the visual modality.
It is also important to note that the patterns

of results reported here could have been driven
by the nature of the stimuli. Some nonlinguistic
sounds can be verbalized (e.g., a footstep, a dog
howl, and a water-drop), while it is more difficult to
verbalize fractals. In this sense, the sound stimuli
were more “linguistic” than the fractals, leading
to a greater difference between visual stimuli than
between auditory stimuli. This emphasizes the
challenge in comparing SL across modalities, and
the need to compare the linguistic and nonlinguistic
domains separately within each modality. Never-
theless, syllabic sequences are still more speech-like
(linguistic) than sequences of sounds, providing
differences at the scale between linguistic and non-
linguistic extremes in both modalities. Importantly,
despite these limitations, we still observed disso-
ciation in SL performance between modalities on
different types of material.

Conclusion

In general, our new results replicated the dou-
ble dissociation observed in the earlier study: SL
mechanisms are more efficient on nonlinguistic
than linguistic material in the visual modality,
but more efficient on linguistic than nonlinguistic
material in the auditory modality. This highlights a
species-long (phylogenetic) influence on cognitive
machinery. Additionally, we observed that life-long
(ontogenetic) influences might lead to further
adaptations to the cognitive mechanisms underly-
ing SL in the auditory modality. This suggests that
in modern humans, SL is more open to adaptation
in the auditory than the visual modality. Exposure
to more challenging speech environments, where
multiple ambient languages use different cues for
the same speech processing tasks, leads to the
improvement of SL in the auditory modality, but
only on speech-like material.
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