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Complex systems such as ecosystems, electronic circuits, lasers or chemical reactions can be modelled by
dynamical systems which typically experience bifurcations. Transients typically suffer extremely long delays
at the vicinity of bifurcations and it is also known that these transients follow scaling laws as the bifurcation
parameter gets closer the bifurcation value in deterministic systems. The mechanisms involved in local bifurca-
tions are well-known. However, for saddle-node bifurcations, the relevant dynamics after the bifurcation occur
in the complex phase space. Hence, the mechanism responsible for the delays and the associated inverse-square
root scaling law for this bifurcation can be better understood by looking at the dynamics in the complex space.
We follow this approach and complexify a simple ecological system undergoing a saddle-node bifurcation. The
discrete model describes a biological system with facilitation (cooperation) under habitat destruction for species
with non-overlapping generations. We study the complex (as opposed to real) dynamics once the bifurcation
has occurred. We identify the fundamental mechanism causing these long delays (called ghosts), given by two
repellers in the complex space. Such repellers appear to be extremely close to the real line, thus forming a nar-
row channel close to the two new fixed points and responsible for the slow passage of the orbits, which remains
tangible in the real numbers phase space. We analytically provide the relation between the inverse square-root
scaling law and the multipliers of these repellers. We finally prove that the same phenomenon occurs for more
general i.e., non-necessarily polynomial, models.

Keywords: Complexification; Discrete dynamics; Ghosts; Holomorphic dynamics; Saddle-node bifurcation; Scaling laws;

Tansients.

I. INTRODUCTION

Bifurcations are responsible for qualitative changes in dy-
namical systems due to parameter changes [1, 2]. Local bifur-
cations typically involve stability shifts or collisions between
fixed points. Classical examples are transcritical, saddle-node
(hereafter labeled as s-n, also named fold or tangent), pitch-
fork, or Hopf-Andronov bifurcations [2]. Bifurcations oc-
cur in most physical systems and have been mathematically
described in elastic-plastic materials [3], electronic circuits
[4, 5], or open quantum systems [6], among many others. Bi-
furcations have been also largely investigated in population
dynamics [7-11] since they often involve important changes
such as the separation between species’ persistence and ex-
tinctions. Further theoretical research in socioecological sys-
tems [12, 13], in autocatalytic systems [14—16], in the fixa-
tion of alleles in population genetics and biological or com-
puter virus propagation [17-20], has revealed bifurcation phe-
nomena, often governed by abrupt changes (typically due to
s-n bifurcations). Additionally, bifurcations have been iden-
tified experimentally in many physical [5, 21-23], chemi-
cal [24, 25], and biological systems [26, 27].

One of the most remarkable properties of systems ap-
proaching a local bifurcation is that transients’ lengths slow
down drastically. The length of these transients typically
scales with the distance to the bifurcation value [2, 28]. Such
scaling properties are found both in continuous-time (flows)
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and discrete-time (maps) dynamical systems. For instance, the
length of transients, 7, in transcritical bifurcations diverges as
a power law 7 ~ |u — o7t [28, 29], with 4 and . being,
respectively, the control parameter and the value at which it
bifurcates. The same scaling exponent is found in the super-
critical Pitchfork bifurcation in flows [28], and in the Pitch-
fork and the period-doubling bifurcation in maps [29]. For
the s-n, transients scale as 7 ~ |u — p.|~*/? for flows and
maps [2, 14, 30]. Remarkably, this scaling law was found
experimentally in an electronic circuit modelling Duffing’s
oscillator [5]. The same scaling exponent has been recently
found in a delayed differential equation suffering a s-n bifur-
cation [15].

In short, the s-n bifurcation involves the collision and con-
sequent annihilation of fixed points. This annihilation actu-
ally involves the jump of these two equilibria from the real
numbers phase space to the complex one [2, 14-16, 31]. An
interesting phenomenon tied to this fact is that, despite no
fixed points are present in the real numbers phase space after
the bifurcation takes place, the dynamics are still influenced
by such points which now lie in the complex plane (for one-
variable dynamical systems). This is why the orbits’ delay
right after the bifurcation is said to be governed by a ghost [2].
Ghost transients tied to s-n bifurcations have been identified
in models of charge density waves [32], hypercycles [31, 33],
and ecological systems with facilitation: semi-arid ecosys-
tems [34] or metapopulations with facilitation and habitat de-
struction [16]. Notwithstanding, the interest in grasping the
fundamental mechanism behind the ghost effect has provided
few works deriving the inverse square-root scaling law us-
ing complex variable [14, 35]. Despite these investigations,



the dynamical mechanism taking place at the complex phase
space and responsible for such delays still remains unknown.

It is well known that complex variables and complex anal-
ysis techniques are useful in areas of physics. For instance,
in thermodynamics [36], hydrodynamics [37, 38] and quan-
tum mechanics [39]. By extension, the use of complex anal-
ysis also has applications in engineering fields such as nu-
clear [40], aerospace [41], or electrical [42] engineering,
among many others; or in many branches of mathematics.
Particularly, in dynamical systems, one can view not only the
real phase space but also the parameter space of analytic maps
as restrictions of their complex analogues. This complexi-
fication has proven to be fruitful towards the understanding
of phenomena often hidden from the real phase space. For
instance, complex techniques are needed to obtain an upper
bound on the number of stable equilibria in an analytic real
map, in terms of the number of zeros of its derivative. A
paradigmatic example is given by the quadratic family 22 + ¢
(or equivalently the logistic one Az(1 — x)) which, via renor-
malization, models the local dynamics of every analytic map
near a simple critical point. Complexifying both the variable
x and the parameter ¢, we are led to the well known Mandel-
brot set, which allows a complete understanding of the cas-
cade of period doubling bifurcations observed in the real pa-
rameter space. In this same family, the density of hyperbolic
parameters in the real parameter line is also a recent fun-
damental result which required sophisticated complex tech-
niques [43, 44].

In this paper we investigate the complex (as opposed to
real) dynamics after a s-n bifurcation in a map describing
the dynamics of species facilitation under habitat destruction
considering non-overlapping generations (see Ref. [16] for a
continuous-time approach). We have found that the long de-
lays after the s-n bifurcation are due to two repellers symmet-
rically located in the complex plane above and below the real
line. Short after the s-n bifurcation value, these fixed points
are extremely close to the real line, leaving a narrow channel
by which real orbits must go through, with extremely slow
speed. We derive the scaling law using complex techniques,
obtaining a simple relation between the multipliers of the re-
pellers and the inverse square-root scaling law. Finally, we
extend these results to more general (non-necessarily polyno-
mial) families which exhibit s-n bifurcations.

II. MATHEMATICAL MODEL AND RESULTS

The model we analyse in this paper describes the popula-
tion dynamics of a single-species where the individuals coop-
erate through facilitation processes, in the context of metapop-
ulations with facilitation and habitat destruction. Specifically,
given x,, > 0 the population at stage n > 0, the map is given
by

F(zp) = Tpi1 = T+ pa2(1 — D — x,) —yx,. (1)

This is a discrete-time version of the model # =
pz? (1 — D —x) — ~x studied in [16], obtained using an

Euler step (i.e. assuming z,41 — =, =~ dz/dt). The con-
stant . > 0 is the intrinsic growth rate while + denotes the
density-independent death rate of individuals. Note that the
population includes a logistic-like growth constrain introduc-
ing intra-specific competition with a normalised carrying ca-
pacity. This logistic function also includes a fraction of habitat
destroyed, D € [0, 1]. For the purposes of our work we will
limit the range to y € (0, 1], mainly focusing on the impact of
parameter D in the delaying effects right after the saddle-node
(hereafter s-n) bifurcation.

Most of the previous research on ghost transients has fo-
cused on time-continuous systems. These mainly include au-
tocatalytic replicators [14, 31, 33] and metapopulations [45].
In order to study such delays in populations with non-
overlapping generations such as insects or annual plants, it
is better to use a discrete-time approach, as the one given
by Eq. (1), although this is rarely found in the literature.
Nevertheless, some works explored s-n bifurcations in maps
within the framework of the so-called Allee effects [46] and
single-species ecological models with harvesting [35]. Also,
spatial dynamics for hypercycles (two-species cross-catalytic
systems) revealed the presence of ghost transients [47] as well.

A. Dynamics on the reals

The fixed points of Map (1) are computed from F'(z) = z,
obtaining x{; = 0, and the pair

1 4
x;—(l—Di (1—D)2—7).
2 H
The system undergoes a s-n bifurcation when the discriminant
of 2% equals zero. This gives bifurcation values for every one
of the parameters involved:

4y p(1 - D)?
= = , D.=1-2
He=a—Dy2 7 1

v/ s
although we will use mostly D € [0, 1] (fraction of habitat
destroyed) as the control parameter.

We now focus on the properties of map (1) for parameter
values close to the s-n bifurcation. Let us start with the linear
stability of the fixed points. Given a fixed point = of a differ-
entiable map F'(z), its multiplier is given by A(zg) = F'(z0).
The fixed point is called astracting if |M(xo)| < 1, repelling
if |A(zo)| > 1, and indifferent if |A(xo)| = 1, where | - |
denotes the absolute value (or the complex modulus). If the
multiplier equals one we say that the fixed point is parabolic
and, if the map is analytic, it can be written locally as F'(x) =
x4 c(z — x9)” + O ((x — x0)” ™), where ¢ € R \ {0} and
v > 2. In this case xg is said to be a fixed point of multi-
plicity v since it is a solution of multiplicity v of the equation
F(z) =x.

The stability of the fixed points of Map (1) can be obtained
from the multiplier, which is computed as

3x

:dF(w):l—v—Fqu(l—D—).

dx

Az) = F'(x) 5



The stability of zf; is computed from |A(0)| = |1 — 7|. Note
that the modulus of the multiplier is always less than 1 for
the considered range of 0 < v < 1. Hence, this fixed point
is locally stable (it is attracting), being a super-attractor for
v = 1 since the multiplier equals O.

Next, we study the stability of the fixed points =7 near the
parameter D.. To do so, we fix 0 < v < 1l and ¢ > 0 and
denote € := D — D, (equivalently, D = D, + €). We denote
by F; the map F' with parameters v, , and D, + €. We also
denote by z. = (1 — D,)/2 the parabolic fixed point at which
the fixed points x% collide when ¢ = 0. Using this notation,
F is expressed as

F.x) = (1 —y)z + p(2z, —)a? — px’. (2)

To point out the dependence of z%. on e, we denote the fixed
points by z7% (g). A direct study of the stability of 2% (¢) in
terms of € yields complicated expressions. To sort out this
problem we consider the map G.(y) = F:(y + z.) — x,
obtained by conjugating F. with the translation z — x — x..
Thus the dynamics of G coincides with the dynamics of F;
shifted by translation. In particular, y = —x. is the attracting
fixed point of GG, which corresponds to the attracting fixed
point x = 0 of F_, while bifurcation occurs at the double
fixed point y = 0. For ¢ # 0, the map G.(y) has two fixed
points around 0, given by y (¢) = z% (¢) — z.. Moreover, the
multipliers of y1(¢), Myx(e)) = G'(y+(¢)), coincide with
the multipliers of 2% (¢), A(z%.(¢)) = F'(2%.(¢)). Therefore,
in order to study the stability of x7 () it is enough to study
the stability of y4 (¢), task which occupies the remaining part
of this section. In Fig. 1 we show a summary of the stability
of 7 (¢) for || small.

The map G is given by

G-(y) = —pale + (1 —2uzce)y — p(ze +)y> — py®. (3)

The fixed points y4 () = z% (¢) — x. are given by

2
yi(s):—gi\/—xcs—i—%. 4)

If € < 0, || small, the fixed points y+ (¢) can be written as

ye(e) = £al/*V=£ + O(e).

Notice that since D, € [0,1] (by assumption D € [0, 1]), the
number z. = (1 — D,)/2 is positive. Therefore, the points
y=+ (¢) are real. Their multipliers, A(y4(g)) = GL(y+(¢)), are
given by

A(ws(e)) = 1F 2ua¥/2/=2 + O(e) = AL (e))-

Hence, y_(¢) is repelling and y (¢) is attracting. We con-
clude that for e < 0, the fixed points z7 (¢) of the original
system F; satisfy 0 < z* (¢) < 7% (¢), x* (¢) is repelling,
and x7 (¢) is attracting (see Fig. 1 (a)).

On the other hand, if € > 0, € small, then the fixed points
are complex numbers given by

yr(e) =i xz/2e2 4 O(e),

0 x* () x4 (€)
e < 06 >0 <

(a) Casee < 0.

0 ZTc
® ~< ® <
(b) Casee = 0.
&
0
o < -
z\(€)
9

(c) Casee > 0.

FIG. 1. Scheme of the saddle-node bifurcation which takes place
around z. for || small. (a) Before bifurcation three fixed points are
found in the real line. (b) At bifurcation both fixed points z” (g)
and z7} (¢) collide at z.. (c) After the bifurcation, € > 0, both fixed
points are placed in the complex plane.

where ¢ = /—1. Their multipliers, A(y+(g)) = GL(y+(¢)),
are given by

Myx(e)) = 1F 20 pal?e? + O(e) = Mak(e))- (5)

In particular, if ¢ is small then |A(y4(g))| > 1. Therefore, the
fixed points y4 (£) are repelling, and so are the fixed points
x’ () of F. (see Fig. 1 (c)).

B. The saddle-node bifurcation from the complex

As discussed in the previous section, for £ 2 0, the fixed
points x% (¢) become complex numbers, thus a dynamical
study of F, from a complex point of view can help us to un-
derstand its dynamics. Let us briefly recall a few concepts
of the theory of dynamics in one complex variable for poly-
nomials (see [48] for a detailed introduction). As for real
maps, a fixed point 2 of a polynomial f : C — C is attract-
ing, repelling or indifferent depending on whether its multi-
plier A(zo) := f'(z0) is respectively smaller, larger or equal
to one in modulus. Indifferent fixed points with multiplier
Mzo) = 2™/ with p/q € Q are also called parabolic.
Likewise, we can classify periodic points substituting f by
fP where p is the period of the orbit.

The basin of attraction A(zp) of an attracting or parabolic
fixed point z is an open set of the complex plane consisiting,
as usual, on the points whose orbits converge to 2y, which be-
longs to the interior of .A(z) in the attracting case, and which
lies on the boundary if it is parabolic. An important feature of
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FIG. 2. Bifurcation diagrams: (a) D = 0.2, v = 0.075, for 0 < p < 6. Here p. = 0.46875; (b) u = 4, v = 0.2, for 0 < D < 0.75.
Here D. = 0.5527864045 - - - . The upper figures show the bifurcation from a complex point of view (compare §1I B). The lower figures show
the bifurcations from a real point of view. For the later case, we have numerically built the bifurcation diagrams using two different initial
conditions zp = 10~* and 2o = 0.5. The blue lines correspond to the stable (solid) and unstable (dashed) fixed points, being the lower branch
the fixed point P* and the upper one the point P}. Note that the origin is locally stable.

the dynamics of complex polynomials is that z = oo is always
a superattracting fixed point, i.e. A(co) = 0 (computed with
the appropriate chart). Therefore, in the dynamical plane of
a polynomial we can always find an open set of initial condi-
tions, A(occ), whose orbits converge to z = co. This basin of
attraction is always connected, since oo has no preimages in
the complex plane.

The dynamics of the complex polynomial f induces a par-
tition of C into two completely invariant sets: The Fatou set
F(f) of points for which the family {f"},, of iterates of f is
equicontinuous in some neighbourhood of z; and its comple-
ment J(f) = C\ F(f), the Julia set. The Fatou set is open
and consists of the points around which the dynamics is sta-
ble, while the Julia set is closed, often fractal, and corresponds
to the set of points whose orbits are chaotic. Note that basins
of attraction of attracting and parabolic periodic points belong
to F(f) while parabolic points themselves belong to 7 (f).

Critical points, i.e. points ¢ such that f'(¢) = 0, play an

important role in holomorphic dynamics, since every basin of
attraction must contain at least one critical point. This prop-
erty bounds the number of possible stable equilibria that may
coexist, and allows us to draw the bifrurcation set in the pa-
rameter space by colouring each parameter value according
to the asymptotic behaviour of the critical orbits (i.e. the or-
bits of the critical points) for that given parameter. In Fig. 2
(b) we show the complex D—plane of our model, the family
F = Fp in Eq. (1), for different fixed real values of 1 and ~.
The polynomials F' have two critical points. Since z = 0 is
an attracting fixed point, the orbit of at least one of the critical
points converges to z = 0. Hence we colour the parameter in
black if both critical orbits converge to z = 0; we use a scal-
ing from yellow (slow convergence) to red (fast convergence)
if one of the critical orbits converges to z = oo, and we plot
the parameter in green if one of the critical orbits converges
neither to z = 0 nor to z = co. Using this procedure, we can
see how the open segments of real parameters D for which
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FIG. 3. Dynamical planes of F' for ;1 = 4, v = 0.2, and different values of D. White colour indicates that points converge to z = oo, the
scaling from purple (slow convergence) to red (fast convergence) indicates that the point converges to z = 0, and black indicates that the
point has not converged to a given neighbourhood of z = 0 or z = oo after 10° iterates. In figure (a) there is an attracting fixed point other
than z = 0. In figure (b) the former attracting fixed point becomes parabolic, attracting from the right and repelling from the left in the reals.
In figures (c) and (d) the bifurcation occured and there are now two repelling fixed points in C \ R. The real points which converged to the

parabolic point at bifurcation value, now converge slowly to x = 0.

F has a real attracting periodic point other than z = 0 (see
the bifurcation diagrams in Fig. 2) become open domains of
complex parameters D for which F' has an attracting periodic
point in C. Different connected components of the interior of
the green set correspond to different periods of the attracting
periodic orbit, being the largest one for period 1.

We can now describe the s-n bifurcation from the complex
plane. To that end we fix the parameters y = 4 and v =
0.2 and draw the dynamical plane of F.(z), where z € C,
for values of ¢ before and after bifurcation (see Fig. 3). The
pictures are done as follows. We take a grid of 1200 x 600
points and iterate the corresponding initial conditions up to
10° times. If the orbit reaches a given small neighbourhood
of the attracting fixed point z = 0 we plot the point using an
scaling from red (fast convergence) to green, blue, purple and
to grey (slow convergence). If the orbit escapes to z = co we
plot the point in white and, if after 10° iterates the orbit has
neither converged to z = 0 nor to z = oo we plot the point in
black.

In Fig. 3 (a) we plot the dynamical plane of F; for ¢ =
—0.1. Since ¢ < 0, the point 2% (¢) is attracting, and its basin
of attraction can be seen in black. In red we see the basin of
attraction of z = 0. The repelling fixed point z* () is the in-
tersection point between the closure of the big red component,

which contains z = 0, and the closure of the big black compo-
nent. In Fig. 3 (b) we plot the dynamical plane of F; fore = 0,
the bifurcation parameter, for which z* (&) and 7 (¢) collide
at the parabolic fixed point z., which is now the intersection
point between the closure of the two basins. As before, red
orbits converge to z = 0 while black orbits now converge to
to the parabolic point z.. Notice that, since z. € J(Fp), the
dynamics around z. is not stable. Finally, in Fig. 3 (c), we plot
the dynamical plane of F. for ¢ = 105, for which we see how
x* (¢) and 2% (¢) exited the real line and became repelling -
they are the center of the two spirals which appear near the
former parabolic point in Fig. 3 (d), a zoom of (c). For this
parameter we see with the scaling from red to green, blue,
purple and grey the points which converge under iteration of
F, to z = 0. We observe how most of the points (in particular
all the real ones) which converged to the parabolic point .
before perturbation now converge to z = 0. However, we can
see white orbits (i.e. orbits which converge to infinity) form-
ing infinite spirals around z% (), since now these two fixed
points must belong to the boundary of the basin of infinity.

All coloured orbits around =% (¢) converge to z = 0, but
they need an increasing amount of iterates to do so, which
is reflected in the colour. The two black disks, which corre-
spond to initial conditions which have neither converged to
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(b) Dependence of the channel width on € .

z = 0 nor escaped to z = oo in 10° iterates, are numerical
artifacts, and they would disappear if we increased the num-
ber of iterates ad infinitum. These two spirals are, somehow,
the complex dynamical obstruction which leads to the slow
iteration of the real points through the former parabolic point
x.. Indeed, since the points x7 (¢) are very close, the channel
between them is very narrow (see Fig. 4), which leads to a
derivative very close to one and hence to extremely slow dy-
namics (see Fig. 6). Numerical experiments indicate that the
channel width depends linearly in ¢ for |¢| small. For instance,
for 4 = 4 and v = 0.2 the channel width is approximately
5.9476 - €.

In the next section we analyse the relation between the mul-
tipliers of the fixed points x* (¢) and the time required to pass
through the channel.

C. Analytical derivation of the scaling-law using the multiplier

For D = D, (i.e. ¢ = 0) the parabolic fixed point z,.
of Fy is repelling from the left and attracting from the right
(see Fig. 1 (b), compare Fig. 3 (b)). This follows from the
fact that the second derivative of Fjy at x. is negative. More-
over, all points in the segment (0, z.) converge under itera-
tion of Fy to x = 0. As discussed in the previous section,
for e 2 0, the fixed points z7 (¢) become repelling complex
fixed points. Moreover, the real points which converge to the
parabolic point z. before perturbation, converge to x = 0 af-
ter perturbation if ¢ is small enough (see Fig. 3 (c), compare
Fig. 1 (c)).

Let x;,,; > x. be a point in the in the immediate basin of
attraction of z. under Fy (all points in the segment (., Z ;]
converge under iteration of Fjy to x.). The goal of this section
is to determine the ‘asymptotic’ number of iterates required by
Tin; to be mapped onto a given neighbourhood of the attract-
ing fixed point x = 0 under F.. The next theorem estimates
this quantity in terms of the multiplier A(z* (¢)) and recovers

from it the scaling-law in terms of €.

Theorem IL.1. Let x;,; > x. be a point in the in the imme-
diate basin of attraction of x. under Fyy. Let ¢ > 0. Then,
the number of iterates N, required to go from x;,; to a given
(fixed) neighbourhood of xy under F is given by

2771- + K, = L
(A" (e)) ' a2

where K1, Ky € Rand Ko = K1 + O(1).

NE% +K2,

Proof. Let § > 0 fixed. For the unperturbed map Fjp, the point
Zin; 18 mapped to the left of .44 in a finite number of iterates
of Fy. Analogously, the point x, — § is mapped onto a given
neighbourhood of # = 0 in a finite numbers of iterates. It
follows that, for € small, we can bound the number of iterates
employed to go from x;,,; to the left of . + § and from z. — 9
to a given neighbourhood of z = 0 under F by a constant K.
Therefore, in order to estimate the number of iterates used to
go from z;,; onto a neighbourhood of x = 0 it is enough to
estimate the number of iterates required to go from x. + J to
z. — 0 under F.

If € and 0 are small enough, since both F.(z) — z and
F!(z) — 1 are very small in modulus, the discrete model can
be approximated by the vector field 2’ = F.(z), and hence the
number of iterates [V, 5 required to go from z, + § to z, — ¢
can be approximated by the integral

(see [35] and [49, page 4]). As shown in [14] (see also [35])
this integral can be computed using complex analysis tech-
niques. Their idea is to consider a simple closed curve 7, ori-
ented counter-clockwise, which intersects the real line exactly
in the segment [z, + §, 2. — 0] and surrounds the fixed point
x* (g) (see Fig. 5). Using the Residue Theorem, the integral
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FIG. 5. Scheme of the curve 7 used to estimate the number of iterates
between z. + 6 and z. — 0.

over the whole curve 7 is given by

jiFE(j;z = 27i Res (FE(zl)z’x*(E)> .

Therefore, to understand the asymptotic behaviour of N, s as

In this paper we replace the use of 27 Res (

e tends to O it is enough to study 27¢ Res <

1
F.(2) — z)
by the use of the holomorphic index of F at x* (). For a de-
tailed introduction to holomorphic index we refer to [48, §12].
Given a fixed point z* of a holomorphic map g, its holomor-
phic index is given by

( *)_Lj{ dz
)= om z2—g(z)’

where the circular integral is done over any simple closed
which does not contain any fixed point of g and only surrounds
the fixed point z*. An important property of the holomorphic
index is that if the multiplier A\(z*) of z* is different from 1,
then

Letn :=n\ [vc+ 5,2, — 6] and let I’ := fn’ #Z)_Z. Since U(g, %) = 1
fore 2 0 the fixed points of F.(z)—z stay bounded away from 1= A(z")
the curve 7/, there exists K5 > 0 independent from ¢ such
that |I2| < Ks. In fact, it is easy to see that I = I + O(¢).  In particular,
Hence, the number of iterates N, 5 required to go from . + ¢
tox, — 9 b imated b
0T, can be approximated by ) 1 7{ i 1
Te— L ,T_\E = — = .
N(SN/C‘S da : omi ),z —Fo(z) 1= A" ()
£,0 ™~ = N 1
vots Felz) —a Notice that both the Res (F()’ x* (a)) and
1 c(z)—z
= 27i Res (F()’ a:*_(s)) -1 L(Fe,x* (€)) provide the same information. Indeed,
L(2)— 2
J
dz 1 2mi
= 2miRes [ 2" () | = —2i «(FL, 2" (£)) = —— . (6)
f 7 (Fer=) Fet= ) = Sy -1

Computing 7{ using the holomorphic index in-

dz

g Fe(z) — 2
stead of the explicit expression of the residue has two main
advantages: It leads to simpler expressions and it brings up
the multiplier of the bifurcated fixed points. In particular, it
allows us to relate the sought number of iterations with the
complex dynamics which appear after the s-n bifurcation (see
§IIB).

For the family F., the fixed point z* (¢) has multiplier
Az (e)) = AMy-—(g)) (compare (5)). It follows that

Te—0
e dx 211
N, s~ = -1
= /zc+<s Fo(z)—2  AzZi(e)) -1 °°
2
== +001)-1.
e @) TOW Tk
21
We want to remark that the numbers and I

(

Te—6 dx
are in general complex. However, since ——— is
/wu+5 Fo(z)—a
real, their difference is real. Therefore, the quantity O(1) —
I? is a real number. We also want to remark that from the
previous computation we can recover the scaling law in terms

of €. Indeed,

2 _ T
Im(A(x2 () 23/2 c1/2

+0().

We can conclude that the number of iterates N, required by
the point z;,; to be mapped onto a given neighbourhood of
x = 0 under F. grows like

2w s
N, =~ — — + K = ——+— + K. ,
Im(\(x* (¢)) ! [ 232 ¢1/2 2
where K1, Ko € R. O]



In Fig. 6 we provide numerical experiments showing how
this scaling-law of the number of iterates is satisfied for the
family Fr.

D. The general case

Computing the integral in terms of the multiplier of the
fixed points right after bifurcation, allows us to study the
scaling-law for more general families of maps with a saddle
node bifurcation. In the general case, we consider a family
of maps H.(z) = H.(z,e) which is real analytic in = and €
(and hence extendable to a complex analytic one), defined in
a neighbourhood of z = 0, and given by

Ho(z) = a-e"+0(e" ) +(1+0(e™))x+(c+0(e))a* +0(a),

@)
where a, ¢ # 0, n < 2m, n is odd and the higher order terms
O(2®) may also depend on . We assume that all coefficients
are real so that H,(x) sends the real line to the real line. Since
H_ is real analytic, there exists » > 0 such that the Taylor
series of H.(z) with respect to x has a radius of convergence
at least r if || is small enough. For ¢ = 0, the map Hj has
x = 0 as parabolic fixed point. For simplicity and without loss
of generality, we assume that ¢ < 0 so that z = 0 is attracting
from the right and repelling from the left as was the case for
the map Fp (compare Fig. 1). Likewise, we assume that a < 0
so that the configuration of the fixed points for € # 0 is the
same than for F.. The other cases are derived analogously.
As it was the case for the family F., there is a saddle-node
bifurcation which takes place for ¢ = 0.

Proposition IL.2. If |e| is small, ¢ # 0, then the maps H.
have exactly two fixed points near x = 0 given by

zil(e) = 44/ %asn + O3,

where t € RY. Moreover, t > 1/2 ifn = 1.
In particular, if a,c < 0 and € < 0, then there are two real
fixed given by

a n n
(e =4/ Il + O

such that z" (€) is repelling and x'! (¢) is attracting. On the
other hand, if a,c < 0 and € > 0, the two fixed points lie in
C\ R and are given by

Proof. If € = 0 we have
Hy(z) = x + cx? + O(z?),

so z = 0 is a double fixed point of Hy(z) (it is a double so-
lution of Hy(z) = z). Since H.(z) is analytic in  and € and
non-constant, it follows from Rouche’s Theorem (see, e.g.,
[50]) that for £ small enough there are exactly two fixed points

of H.(x) in a small (complex) neighborhood of 0, which con-
verge to x = 0 as € — 0. We look for candidates of the form
ye = ke® + O(e*), where ¢, s € RT, i.e. we want to find
s > 0and k € C such that y, is a fixed point of H.(z) as €
tends to 0. Fixed points of H.(z) are solutions of H.(x) = x,
which can be written as

0=a-"+0E" )+ 0(E™)z + (¢ + Oe))z? + O(a3).
Replacing x by y. we obtain
0=a-e"+0E") + 0(E™)(ke® +O0(e*))
+ (¢4 O(e))(ke® + O(e¥1))? + O(e*)
=a-e"+ 0" + O™ + O(e™ )
+ k2% £ O + O3,

where ¢ = min(2s+1, 2s+t). If y. is a fixed point, there must
be two terms with equal rate of decrease to zero, the slowest
of all, and which cancel out. These two terms must be among
O(e™), O(™**) or O(%%). On a closer look however, we
see that they need to be O(c") and O(¢*). Indeed, since
n < 2m, if we had n = m+sthenm > s and the term (’)(525)
would stand alone as the one with slowest decrease. Likewise,
if m+s = 2s we would get m = s and the term O(¢") would
have no pair. Hence, the terms a - € and ¢ - k2 - £2° have to
cancel out, which implies that s = n/2 and k = ++/—a/c.
The constant ¢ > 0 can be found using similar arguments. In
particular, it is easy to check thatt > 1/2if n = 1. As aresult

we obtain
Hiy_ 4 |”—@ 24y
xi(s) =+ 75”‘ +O(52 )

To finish the proof we show that both 2%/ (¢) and z” (¢) are
fixed points of H.. We assume that a,c < 0, but similar
arguments can be done for the other cases. Since ¢ < 0, for
€ = 0 the point z = 0 is attracting from the right and repelling
from the left: there are z_ < 0 and z; > 0 such that Hy(x) <
x for all x € [2_,0) U (0, 2] (compare Figure 3 (b)). It
follows that if ¢ < 0, |¢| small enough, then H.(z_) < z_,
H.(0) > 0 and H.(z4) < z; (here we are using that a <
0 and n is odd). Therefore, there is a fixed point = (g) €
(2—,0) which is repelling in R and a fixed point %/ (¢) €
(0, z4) which is attracting in R (compare Figure 3 (a)). It
can be shown that their multipliers satisfy A(z (¢)) > 1 and
Mzf (e) < 1.

If ¢ 2 0, we know that all candidates to fixed points have
the form

zi(e) = iz’\/z e2 + O3 ™).

In particular, the fixed points of H.(z) near z = 0 lie in C\R.
We will now use the Schwartz Reflection Principle, which es-
tablishes that if an analytic I map leaves the real line invari-

ant then H(z) = H(Z) for all z € dom(H), where Z denotes

the complex conjugate. Since 2/ (g) = x? (e), it follows that

if ¥ () is a fixed point of H.(z), then so is z (¢). Hence,
we cannot have two fixed points of the form xf () or the form

2 (¢). This finishes the proof. O
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FIG. 6. After the bifurcation the two fixed points that collided move to the complex phase space becoming repulsors with complex derivative
and hence spiriling nearby orbits. The horizontal axis displays the value of £ while the vertical axis records the number of iterates to cross
the bottleneck (Fig. a) and the imaginary part of A(z” (¢)) (Fig. b), right after the bifurcation with 4 = 4 and v = 2. The inset displays an
enlarged view of the cobweb map with the bottleneck region generated once the map crosses the diagonal (right after the s-n bifurcation). Note

the a lot of iterates are needed to cross the bottleneck (here we have alsoused 4y =4 and y =2 and e = 10°).

If a,c < 0 and € > 0, the two complex fixed points 2 (¢)
are repelling. Indeed, the derivative OH, (x)/0x = H.(z) of
the map H. is given by

Hl(z) =1+ 0(™) + (=2|c| + O(e))x + O(x?).

We obtain that the multipliers (¥ (¢)) = H.(x¥(¢)) for
€ > 0 are given by

MzH(e) =1Fi2vace? +O(e2 ™),

where o = min{t,m — n/2,n/2,1}. It follows easily that
M@ (€))] > 1, so x(¢) are repelling.

Similarly to what we did in Theorem II.1, we now com-
pute the number of iterates required to pass near the former
parabolic fixed point z = 0 for ¢ > 0.

Theorem I1.3. Let 6 > 0 small and let € > 0. The number of

iterates NEH required to go from x = ¢ to v = —0 under H.
is given by
H 2m a—n/2
N7 ~ + Kl + O(E )

€ Im(\(xt(e))

m —n
= JeeaE T+ 0T,

where K1, Ko € R and o > 0. In particular, if n = 1, then
a > n/2 and hence
T

NI~ ——
Vace?

Proof. Let n be a simple closed curve which intersects the
real line exactly in the segment [—d, §], surrounds the fixed
point (¢) (compare Fig. 5), and does not surround any
other fixed point of H.. Let ' := n\ [~4,d] and let

+0O(1).

If"s = / L Using the same arguments as in
o He(z) — 2

Theorem II.1, we conclude that the number of iterates N7

required to go from z = § to x = —J, where § > 0 is small

enough, grows like

H 21 ) 21

~

N~ —F——7 -1
Mo (e) -1 °F
+ K+ 0> %) =

~ Im(\(xH(e))

™ a—n
= + K+0(e /2)’

where K € R. Notice that [0 = Ié{"s + O(e). Finally
observe that if n = 1 we have that m > 1 and ¢t > 1/2 (see

1
Prop.I1.2), hence o — 5 > 0. O

Remark I1.4. Theorem I1.3 can be stated analogously if a >
0 or ¢ > 0 (or both). We only state it for a < 0 and ¢ < 0
for the sake of simplicity. However, there are two aspects to
consider when dealing with @ > 0 or ¢ > 0. First, depending
of the signs of a and ¢, the fixed points x(¢) exit the real
line either for positive or negative . This has to be taken into
account when dealing which each configuration. Second, if
¢ > 0 there is a small difference in the arguments. In that
case, the parabolic point z = 0 is attracting from the left and
repelling from the right under Hy. As a consequence, after
perturbation we want to estimate the number of iterates re-
quired to go from go from x = —¢§ to x = J. Since the
integral of the holomorphic index is done counter-clockwise
over the curve 7, in that case it is convenient to consider the
holomorphic index at 2/ (¢) instead of the one at 2 (¢) so

dz J dzx
that j{ ————— contains the path integral / _.
y He(2) — 2 P g _s He(z) —



As aresult, the formula in Theorem I1.3 depends on A(z*/ (¢))
instead of \(z" (¢)).

Remark IL.5. Notice that after centering the family F at the
bifurcation point z., we obtain the family G, in Eq.(3), which
is a particular case of H, in Eq. (7). Indeed, G corresponds
to a family H, with a = —pz?, ¢ = —px,, and n = m =
1. Using these parameters, Theorem II.1 for F; follows from
Theorem II.3.

We would like to point out that the condition that n < 2m
is essential to guarantee that a non-degenerate s-n bifurcation
takes place. Also, the condition n odd is required to guarantee
that the two fixed points change their behaviour before and
after perturbation. To finish this section we provide examples
of families for which these conditions are not satisfied and
there is no non-degenerate s-n bifurcation. The first family is

Hy (x) =e*+ (1 +2¢)x + 22
This family has no s-n bifurcation since z = —¢ is a perma-
nent parabolic fixed point of multiplier 1. The second family
is
Hy (z) = >+ 2+ 22
If e = 0, x = 0 1is a parabolic fixed point of multiplier 1.
However, if ¢ # 0 then the map H . has two different fixed
points in C \ R which are given by
r4 = *ie.
Their multipliers are

Hy (ze)=1%i2¢.

Therefore, for € # 0 small both the fixed points are repelling.
The last family we consider is

Hz . (z) =%+ (1 + &)z + 22

If ¢ = 0, x = 0 is a parabolic fixed point of multiplier 1. If
€ # 0, |e| small, then there are two real fixed points given by

—e+ ey/I—4e  —et (e —2?)
2 B 2

Ty = +O(?).
Their multipliers are

Hi (z_)=1-2+¢"+0O()
and

Hy (z3) =1+e—e+0O().

Therefore, one of the fixed points is attracting and the other
is repelling, depending on the sign of ¢.
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III. CONCLUDING REMARKS

In this work we have investigated the dynamical mecha-
nism governing the delays occurring right after a saddle-node
(s-n) bifurcation. To do so we have complexified a biological
model describing the dynamics of facilitation among individ-
uals of the same species under habitat destruction [16], which
has been previously discretised using a single-step Euler ap-
proach. Despite the fact that previous research succeeded
in obtaining the well-known inverse square-root scaling law
using complex analysis [14, 35], the fundamental dynamical
mechanism occurring at the complex phase space and respon-
sible for the extremely long delays tangible in the real phase
space was still unknown.

We have here addressed this question by providing a thor-
ough analysis of the complex (as opposed to real) dynamics
occurring right after the s-n bifurcation. The complexification
of the resulting map has allowed us to identify that the two
fixed points undergoing the s-n bifurcation become symmet-
ric unstable spirals in the complex phase space. Right after
the s-n bifurcation, both spirals appear to be extremely close
to the real line (forming a very narrow channel), where de-
lays take place and the ghost slows down the orbits until the
origin (specie’s extinction) is achieved. We have studied how
the width of the channel in its imaginary dimension affects
transients, showing that the inverse square-root scaling law
obeys to a linear widening of this channel. Moreover, by de-
termining stability properties of the spirals, we have been able
to obtain a simple relation between the multipliers of these
fixed points and the scaling law found for passage times post-
bifurcation, given by the well-known inverse square-root scal-
ing law [2]. Finally, we have proven the same phenomenon for
a more general model given by Eq. (7), which includes other
mathematical expressions than polynomials. In this sense, our
general model considers the bifurcation of two fixed points
allowing for much more terms in ¢, as a difference from the
general model studied in [14], which only considered a single
term in € but allowed bifurcations of 2n fixed points.

As far as we know, our work provides, for the first time, a
rigorous analysis of the structure of the complex phase space
and its holomorphic dynamics behind ghost phenomena, pro-
viding the fundamental dynamical mechanism behind the ap-
pearance of the extremely long transients governed by ghosts.
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