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Hadamard, cosine, and noiselet basis are implemented into a digital holographic microscope based on
single-pixel imaging with the capability to retrieve images of complex objects. The object is illuminated
with coherent light modulated with different patterns deployed in a digital micromirror device, and the
resulting fields are captured by single-pixel detection. For amplitude images, the experimental results
of the three basis are evaluated with the peak signal-to-noise ratio criteria. It is shown that the cosine
basis recovers amplitude distributions with the best quality. Regarding phase images, the recovered ones
compare well with those obtained with a CMOS camera. © 2021 Optical Society of America

OCIS codes: (090.1995) Digital Holography;(110.0180) microscopy;(070.2025) Discrete optical signal processing {Single Pixel};(250.4745)
Optical processing devices;(230.6120) Spatial light modulators {DMD};(090.1000) Aberration Compensation.
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1. INTRODUCTION

Digital holography (DH) has opened a door for many appli-
cations, such as phase microscopy for biomedical imaging and
optical metrology [1–11]. However, the cost of conventional cam-
eras depends on the operating wavelength, increasing costs for
non-visible wavelengths. An alternative is to use the single-pixel
(SP) scheme, which resorts to a non-spatial resolution image sen-
sor for registration, providing a low-cost imaging technique that
can work in a wide spectral band [12–17]. In addition, it has
been shown that SP cameras are capable to work in low light
environments [5, 18–20]. Jointly with compressive sensing (CS)
it is possible to decrease the number of measurements and the
imaging recording time [14, 15, 18, 21–23].
Several techniques based on single-pixel imaging (SPI) are be-
ing developed for different applications, such as microscopy
[12, 19, 21, 24, 25], edge detection [26], imaging through dis-
persive media [5, 18, 27, 28], computational color imaging
[14, 24, 29], computational ghost imaging [30], among others
[31, 32]. In particular, the SPI techniques have been applied
for phase and complex amplitude imaging using both non-
interferometric and interferometric approaches. Regarding non-
interferometric techniques, we can mention methods based on

coherent diffraction [33], wavefront sampling with position sens-
ing detectors [6], the transport of intensity equation [34], or
reference-free holography [35]. Concerning interferometric ap-
proaches, in general all the methods are based on optical inter-
ferometers combining an SLM sampling the complex pattern to
be reconstructed with single-pixel detection. Among the differ-
ent optical architectures, we can distinguish ghost imaging [22],
Mach-Zehnder interferometers [28], Michelson interferometers
with phase encoded reference beams [36, 37], or common path
interferometers [37].
The SPI technique consists in projecting a series of microstruc-
tured light patterns onto a sample, while a photodetector with-
out spatial resolution records the light intensity associated to
each pattern. In general, the object is sampled with functions
comprising an orthogonal basis codified on a spatial light mod-
ulator (SLM). Based on the measurements and using a compu-
tational algorithm, the final image is reconstructed numerically.
The approach based on Hadamard single-pixel imaging (HSI)
calls for a deterministic model using functions of the Hadamard
basis for sample illumination [6, 12, 18, 19, 21, 22, 27, 28, 36, 38,
39]. Recent studies have reported on the cosine and noiselet func-
tions as an alternative for the sampling patterns [25, 29, 40, 41].
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Furthermore, due to the sparsity of natural scenes when ex-
pressed in the Hadamard and cosine basis functions, they are
considered for image compression [12, 25, 29, 38] and are good
option for applying CS [21, 22, 42, 43]. In addition, functions
of the noiselet basis have played a role due to its incoherence
with the Haar basis [44, 45]. Therefore, they are considered in
CS algorithms as well [42, 45].
Despite these impressive results on phase imaging with SPI, a
study of different sampling strategies in a microscope configura-
tion has not yet been accomplished. The purpose of the present
paper aims to tackle such issue by a systematic comparison be-
tween a commonly employed basis for image reconstruction, the
Hadamard one, with less common basis, such as the cosine and
noiselet ones.
In this paper, functions of the Hadamard, cosine, and noiselet
basis are used as sampling patterns in a digital holographic
microscopy setup based on SPI, aimed to shed light on the ca-
pability to retrieve amplitude and phase of complex objects. A
digital micromirror device (DMD) is integrated into a Mach
Zehnder interferometer and is used to modulate the wavefront
and to sample the object under study. The system operates in
two ways. In the first mode, without using the reference arm,
the light patterns modulated by the DMD are projected directly
on the object and the system retrieves only amplitude images.
The quality of the experimental results, using the Hadamard,
cosine, and noiselet basis functions, is validated by using the
peak signal-to-noise ratio (PSNR) criteria. In the second mode,
the system records holograms retrieving both the phase and
amplitude of the measured object; in this case, the light patterns
projected onto the object are generated by binary digital holo-
grams codified in the DMD using the Lee method [46]. Moreover,
this method allows applying phase-shifting to the binary digital
hologram.
This paper is organized as follows. In Section 2, the imaging
principles and methods of our technique are outlined. In Sec-
tion 3, the experimental setup is described. In section 4, the
experimental results, as well as the evaluation and comparison
of results, are discussed. Finally, in Section 5, the conclusions
are summarized.

2. PRINCIPLES AND METHODS

A. Single-pixel amplitude imaging
SPI allows capturing images using a detector without spatial
resolution by registering the light intensity variations Ii when an
object O(x, y) is sampled with a set of sampling patterns mi(x, y),
with i = 1, 2, . . . , N2; being N2 the number of pixels of the image.
The two main components of this approach are the spatial light
modulator (SLM) and the SP detector. For the registration of the
amplitude distribution, it is convenient to use binary sampling
functions in order to codify them directly onto the DMD. The
integrated intensity in the SP detector is expressed as [28]

Ii ∝
∫∫
|O(x, y)mi(x, y)|2dxdy. (1)

The intensity of the two-dimensional object can be expressed as
a linear superposition of the sampling patterns, weighted by the
intensity measurements

|O(x, y)|2 =
N2

∑
i=1

Iimi(x, y). (2)

The experimental setup operates in two different ways. In the
first one, the reference beam in Fig. 1 is blocked, thus habilitating

solely the object arm of the interferometer. The 4f image forma-
tion stage allows sampling the object plane with the desired
sampling pattern deployed by the DMD. Such a procedure can
be extended to holography allowing to simultaneously register
the object in phase and amplitude.

Fig. 1. Single-pixel holographic imaging system. DMD digital
micromirror device; L lens; F filter; OP object plane; BM beam
splitter. The actual position of the DMD is different than the
depicted, as an additional mirror (not shown here) is used to
reflect the beam toward the 4f stage.

B. Single-pixel phase imaging
In the second way of operation, the reference arm of the inter-
ferometer is enabled causing the constant reference beam R′

to interfer with the object amplitude distribution. Now the in-
tegrated intensity recorded by the SP detector can be written
as

yi,ϕ ∝
∫∫
|O(x, y)mi(x, y)ejϕ + R′|2dxdy, (3)

where ϕ is a constant phase introduced in order to apply the four-
step phase-shifting technique. For each pattern i, four intensity
values are obtained with ϕ = 0, ϕ = π/2, ϕ = π, ϕ = 3π/2.
The complex coefficients associated to each complex sample
pattern mi(x, y) are given by [28]

Yi =
1

4R′
[(yi,0 − yi,π) + j(yi,3π/2 − yi,π/2)], (4)

where j =
√
−1. Finally, the complex object is calculated by the

lineal superposition of the sampling patterns, weighted by the
complex coefficients in Eq. (4),

O(x, y) =
N2

∑
i=1

Yimi(x, y). (5)

It is important to note that the complex amplitude distribution
reconstructed by single-pixel holography is located in the object
plane, wherein the sampling patterns are formed. Therefore,
in our optical setup, the complex distribution of the object is
directly reconstructed without considering light propagation
methods.

C. Lee holograms for phase imaging
In order to project a complex sampling pattern mi(x, y) onto
the object, a binary digital hologram codification in the DMD is
used. The intensity distribution that results from the interference
between the complex pattern with the constant phase of phase-
shifting to be projected mi(x, y) = Aexp[j(αi(x, y) + ϕ)] and a
reference plane wave R exp[jβ(x + y)], is given by [46]

t(x, y) = R2 + A2 + 2RA cos[β(x + y) + αi(x, y) + ϕ], (6)



where R and A are the reference wave and object wave ampli-
tude, respectively, β is the carrier frequency and αi(x, y) is the
phase of the pattern. From Eq. (6), being R and A equal to unity,
the resultant intensity distribution is given by

t(x, y) ∝ 1 + cos[β(x + y) + αi(x, y) + ϕ]. (7)

Eq. (7) allows to apply the well known Lee method to gen-
erate off-axis holograms by computer [46]. Binary amplitude
holograms h(x, y) are implemented in a DMD by binarizing the
function t(x, y) according to

h(x, y) =


1 i f t(x, y) > 0.5,

0 i f otherwise.

(8)

The sampling patterns are codified by Eq. (7). Afterward, the
binary amplitude hologram is projected by the DMD to modu-
late the wavefront that propagates toward the 4f stage. At the
Fourier plane shown in Fig. 1, a low-pass spatial filter blocks
all diffraction orders except the +1 order, hence permitting the
desired complex field to be recovered in the object plane. After
sampling the object plane, the object light beam interferes with
the reference beam and is registered by the photodetector. The
phase modulation process calls for the four-step phase-shifting
technique in the computer-generated holograms (CGH), thus
giving the capacity to register and recover the phase sampled by
the patterns.

D. Pattern generation
HSI is based on the Hadamard transform. The method relies
on acquiring the Hadamard spectrum of an object when it is
sampled with functions of the basis. At the exit of the system,
the intensity response is measured by the SP detector. The two-
dimensional Hadamard transform H{·} of an image f (x, y) is
defined as [38]

F(u, v) =
N−1

∑
x=0

N−1

∑
y=0

f (x, y)(−1)q(x,y,u,v), (9)

where (x, y) are the coordinates in the spatial domain, N = 2k

and

q(x, y, u, v) =
k−1

∑
i=0

(uixi + viyi), (10)

where (u, v) are the coordinates of the Hadamard domain. ui,
vi, xi, and yi terms are the binary representations of u, v, x, and
y, respectively. F(u, v) is an N × N size matrix of +1 and −1
elements, where the rows and columns fulfill the orthogonality
conditions. One way to obtain the PH(x, y) funtions to sam-
ple the object in the spatial domain is by applying the inverse
Hadamard transform H−1{·} to delta function δ(u, v) in the
Hadamard domain

PH(x, y) = H−1{δ(u, v)}, (11)

where

δ(u, v) =


1 i f u = u0, v = v0,

0 i f otherwise.

(12)

An example of 16 patterns of the Hadamard basis for N = 4 is
shown in Fig. 2 (a). As the DMD allows only to modulate binary

Fig. 2. Basis patterns. (a) Hadamard, (b) cosine and (c) noiselet
(real and imaginary parts). See text for details.

elements, the next equation is considered

PH = PH+ − PH− , (13)

where the PH+ matrix is generated by zeroing every negative
element in the PH matrix, and PH− = −(PH − PH+ ). Such sepa-
ration in PH+ and PH− matrices allows direct implementation in
the DMD.
The cosine single-pixel image (CSI) system is based on the two-
dimensional discrete cosine transform (DCT). The cosine spec-
trum can be obtained when an object is sampled with patterns of
the cosine basis, and its response in intensity is registered with a
SP detector. The 2D DCT C{·} and the inverse DCT C−1{·} of
an image f (x, y), of size N × N, are defined as [29]

F(u, v) =
N−1

∑
x=0

N−1

∑
y=0

f (x, y)a(u)a(v) cos
[

π(2x + 1)u
2N

]
cos

[
π(2y + 1)v

2N

]
,

(14)

f (x, y) =
N−1

∑
u=0

N−1

∑
v=0

F(u, v)a(u)a(v) cos
[

π(2x + 1)u
2N

]
cos

[
π(2y + 1)v

2N

]
,

(15)

with

a(u) =



√
1
N

, u = 0,

√
2
N

, u 6= 0;

a(v) =



√
1
N

, v = 0,

√
2
N

, v 6= 0,

(16)

where F(u, v) is the cosine transform of f (x, y); (x, y) and (u, v)
are the coordinates in the spatial and cosine domains, respec-
tively. A pattern of PC(x, y) can be generated by applying the
inverse DCT C−1{·} to a delta function δ(u, v) given by Eq. (12)

PC(x, y) = C−1{δ(u, v)}. (17)

Fig. 2 (b) shows an example of 16 patterns for DCT with N = 4.
To implement the cosine patterns, it is necessary to apply an



algorithm similar to that used in HSI; namely, PC(x, y) is divided
into PC+ and PC− matrices. Therefore, the PC(x, y) matrix can be
expressed as

PC(x, y) = PC+ − PC− . (18)

By definition of DCT, both PC+ and PC− have real values within
the range of 0 to +1 and for direct implementation in the
DMD, these matrices are binarized by dithering with the Floyd-
Steinberg error diffusion algorithm [47]. An example of the
dithering method is shown in Fig. 3.

Fig. 3. Positive part of cosine function (a) without dithering
and (b) with dithering.

The noiselet matrix is implemented with an iterative process
starting with a 1× 1 matrix N1 = [1]; subsequently the noiselet
matrices N2, N4, . . . , N2r of sizes 2× 2, 4× 4, . . . , 2r × 2r, respec-
tively are generated; and r is a positive integer. The iterative
procedure for a noiselet matrix of size N × N is given by

NN(l, ∗) = 1
2
(1− j , 1 + j)⊗NN/2

(
l
2

, ∗
)

,

l = 0, 2, 4, ..., N − 2;
(19)

NN(l, ∗) = 1
2
(1 + j , 1− j)⊗NN/2

(
l − 1

2
, ∗
)

,

l = 1, 3, 5, ..., N − 1,
(20)

where (l, ∗) indicates the l-th row vector of NN , j =
√
−1 and

the ⊗ symbol is the Kronecker product. Pattern PN(x, y) can be
generated by

PN = mat (NN(∗, t)) , (21)

where mat(·) denotes a square matrix by equally dividing the col-
umn vector (·) and stacking it into the corresponding columns
of the matrix PN; while (∗, t) stands for the t-th column vector of
NN . Fig. 2 (c) shows the real and imaginary parts of 16 patterns
of noiselet for N = 4.
Unlike HSI and CSI matrices, the noiselet matrix contains com-
plex numbers. Thus, in order to implement the patterns in the
DMD, PN is normalized in such a way that the resulting ele-
ments are +1, −1, +j and −j. Furthermore, they are divided
into PNRe and PNIm containing the real and imaginary values of
PN, respectively. Finally, a similar process to that performed in
HSI is used to codify these patterns in the DMD separating from
each submatrix the positive and negative parts, thus obtaining
four matrices. PN can be recovered from

PN = (PNRe+ − PNRe− ) + j(PNIm+ − PNIm− ), (22)

where the superindex “+” and “−” represent the positive and
negative matrices, respectively.
Applying the SPI technique for an image with N × N pixel reso-
lution, N × N × 2 patterns are needed in HSI and CSI, whereas
for noiselet single-pixel imaging (NSI) N × N × 4 patterns are
required.

E. Comparison among the three basis

The Hadamard and cosine functions basis have been consid-
ered in different applications due to the fact that images of
natural scenes are sparse in these basis, whereas the noiselet
function basis has been shown to be mutual incoherent with
respect to the Haar functions, the latter being widely used in CS-
based algorithms. Note that the mutual coherence of two basis,
µ(Ψ, Φ) = maxp,q|〈ψp, φq〉|, is the maximum scalar product of
between any pair of basis vectors [44].
The main interest of the methodology used in this work lies
in the performance of the SPI system by sampling the object
with the three basis described and reconstructing the image by
a direct linear superposition. In particular, considering that the
cosine function basis needs to be binarized, it would have an
associated error in this procedure due to the use of a DMD. How-
ever, as shown in the following sections, images obtained with
the cosine function basis exhibit the best quality, despite the pos-
sible errors associated with such binarization. This reinforces the
use of the cosine basis for SP imaging techniques in amplitude
mode. In [38] it was shown theoretically and experimentally
that Fourier single-pixel imaging (FSI) is more efficient than HSI,
while HSI is more robust to noise than FSI. Indeed, in this work
it was found that HSI and CSI (i.e., Re(FSI)) offer comparable
PSNR results and both are superior to NSI, resulting in good
alternatives for SPI systems. Moreover, it is shown that phase
images as obtained with SPI compare well to those measured
with cameras.

3. EXPERIMENTAL SETUP

Fig. 4 shows the experimental setup based on a Mach-Zehnder
interferometer for both operation modes (i.e., SP amplitude imag-
ing and SP phase imaging). The light source is a He-Ne laser
(JDSU model 1508-1) with a wavelength of 633 nm filtered and
collimated by passing it through a spatial filter and lens. The
beam of the laser is divided by a beam splitter, obtaining the
object and reference beams. Note that for the amplitude imaging
only (first mode), the reference arm is blocked. The object beam
falls upon a digital micromirror device (DMD DLP7000) which
modulates the wavefront displaying the sampling patterns. The
micro-structured modulated wavefront is filtered at the Fourier
plane with a lens (focal length = 250 mm) and a spatial filter.
Only the +1 order is selected by the transmission aperture of
the spatial filter, and a second lens (focal length = 125 mm) to-
gether with a 10X microscope objective focuses the sampling
patterns in the focal plane the objective. Finally, the object beam
with the sample information passes through a second 10X micro-
scope objective up to a second beam spliter. In the second mode
the object beam interferes with the reference beam. Finally, in
both modes the information generated is focused with a lens
and registered with a detector without spatial resolution (Thor-
labs APD410A2). The measurement of intensity coefficients is
basically a differential measurement process that significantly
reduces the influence of noise generated by background lighting
to improve the quality of reconstructed images.
The spatial resolution of the SPI system is determined by the
pixel size of the sampling light pattern on the sample plane. Con-
sequently, it depends on the size of the pattern codified on the
SLM and the magnification of the optical system. In our case, the
spatial resolution of the system is 22 µm, that was found experi-
mentally by characterizing the system with a USAF resolution
test chart.



Fig. 4. Experimental setup. LS laser source; SF spatial filter;
DMD digital micromirror device; L lens; F filter; OP object
plane; BM beam splitter; MO microscope objective; SPD single-
pixel detector.

4. EXPERIMENTAL RESULTS

Amplitude and phase of objects were measured by transmis-
sion with the described digital holography system based on SPI
shown in Fig. 4. The sample was placed in the object plane,
where the sampling patterns are displayed. The sampling pat-
terns used in the experiments are generated from the Hadamard,
cosine, and noiselet basis as outlined in Section 2.D. For an im-
age with 64× 64 pixels resolution, the sampling patterns are
scaled by a factor of 8 to cover an area of 512× 512 micromirrors
of the DMD. In the amplitude SPI-based system, 8192 patterns
are displayed in the DMD at a frame rate of 2100 Hz; whereas
for the phase SPI-based system, 16384 patterns encoded in bi-
nary amplitude holograms are displayed at a frame rate of 4200
Hz. In both methods the recording time for the measurement of
the coefficients is about four seconds. Fig. 5 shows a detailed
flowchart for the procedures to record and reconstruct both SPI
amplitude and phase images.
Fig. 6 shows the experimental results for the reconstruction of
the amplitude object. Transparency with the UASLP-University
logo is used as the test object, as can be seen in Fig. 6 (a).
Figs. 6 (b)-(d) show the corresponding reconstructions for the
Hadamard, cosine, and noiselet sampling basis, respectively.
A quantitative comparison of the quality of the reconstructed
images is carried out with the PSNR criteria. To analyze the
obtained results, the PSNR values are computed along with one
dimension of the amplitude distribution. Fig. 7 shows the one-
dimensional amplitude distribution corresponding to each basis
where the red line indicates the zone of interest (Fig. 6 (a)). The
PSNR coefficient is defined by

PSNR = 10log10
Max2

1
NM ∑M

i=0 ∑N
j=0 [U0(i, j)−U(i, j)]2

, (23)

where U0 is the ideal amplitude in Fig. 6 (a), with M × N be-
ing the pixels dimension (in our case M = N); U is the recon-
structed image with different basis, and Max = 28 − 1 is the
maximum value of the image pixels. The PSNR values of the
one-dimensional amplitude distribution displayed in Fig. 7,
correspond to 7.57, 7.84 and 7.5 dB for Hadamard, cosine and
noiselet sampling patterns, respectively. The higher PSNR value
the better quality in the reconstructed image. We note that con-
cerning 2D PSNR value, we have calculated them and obtained

Fig. 5. Flowchart showing the procedure for both amplitude
and phase retrieval. See text for details.



Fig. 6. Amplitude object reconstruction. (a) Transparency with
UASLP-University logo. Reconstruction with sampling basis
(b) Hadamard, (c) cosine and (d) noiselet.

the following results: 7.61, 7.48, 7.45 dB, for Hadamard, cosine
and noiselet cases, respectively. We note that the trend is similar
as for the 1D case.
A common characteristic among HSI and CSI is that both coeffi-

Fig. 7. Experimental results of single-pixel amplitude imag-
ing. One dimensional amplitude distribution along the corre-
sponding lines in Fig. 6. The ideal distribution is shown as a
comparison (red line).

cients spectra are sparse signals; i.e., there is a significant amount
of signal energy that is concentrated in just a few coefficients.
Figs. 8 (a)-(b) show the corresponding HSI and CSI spectra
when the object in Fig. 6 (a) is sampled with Hadamard and
cosine basis. As a comparison, in Fig. 8 (c) shows the non-sparse
spectrum associated to NSI in the same experiment. The pat-
terns were ordered according to the zig-zag sorting procedure
outlined in [38]. As can be seen in both Hadamard and cosine
spectra, the largest amplitude coefficients are concentrated at
the beginning of the signal and the remaining values are close to
zero; whereas in the NSI spectrum the energy of the coefficients
is distributed in the entire signal. These characteristics of HSI
and CSI spectra allow reconstructing an object taking a fraction
of the total data, attaining the same quality information of the
reconstructed image [12, 25, 29, 38]. Fig. 9 shows PSNR values
for different reconstruction ratios in HSI and CSI. When the re-
construction ratio exceeds ∼ 55%, the PSNR value is larger than
30 dB indicating high image fidelity.
In addition, Table 1 shows a quantitative comparison between

Fig. 8. Spectral coefficients of sampling basis (a) Hadamard,
(b) cosine and (c) noiselet.

three different amplitude objects. The PSNR values were cal-
culate as in the same conditions that the transparency UASLP-
University logo. The amplitude objects are: a transparency with
the Instituto de Investigación en Comunicación Óptica (IICO)
logo, an insect wing, and a USAF resolution test chart. The re-
sults show that CSI can recover a high image fidelity. Note that
the PSNR values for HSI and CSI are comparable.
As pointed out in Section 2.C, the proposed system can modu-

Table 1. Quantitative comparison of PSNR values for three
amplitude objects. The size of each image is 64×64 pixels, and
880× 880 µm2.

PSNR values (dB)

Object HSI CSI NSI

IICO-logo 8.54 8.87 8.22

Wing 16.06 16.05 15.25

USAF 10.16 10.58 8.45

late phase, hence it is possible to compensate beam distortions
created in the optical setup. For this, the wavefront phase distri-
bution is measured in the absence of the object, and the result is
introduced into Eq. (7) to be phase modulated through CGH.
The phase object analyzed is a semitransparent photoresist sam-

ple, which is used in photolithography processes. Figs. 10 (a)-(c)
show the reconstructed phase distribution of the photoresist em-
ploying the sampling basis. For comparison, Fig. 10 (d) shows
the phase measured by a CMOS camera by DH with the four-
step phase-shifting, for which the camera resolution has been
reduced to 64× 64 pixels. The unwrapped phase map is calcu-
lated using the algorithm described in [48, 49], and the optical
path length (OPL) is computed with

OPL =
∆ϕ(x, y)λ

2π
, (24)

where ∆ϕ(x, y) is the phase map and λ is the wavelength. Fig.
11 shows the one-dimensional OPL corresponding to the one-
dimensional phase distribution obtained by Hadamard, cosine,



Fig. 9. PSNR values for different reconstruction ratios.

Fig. 10. Reconstruction of phase object with sampling basis (a)
Hadamard, (b) cosine and (c) noiselet. (d) Reconstruction of
the phase object with a CMOS camera.

and noiselet sampling, as well as with the CMOS camera. In
Fig. 10 (d) the green line indicates the zone of interest of the
OPL in Figs. 10 (a)-(c). The phase images demonstrate the sys-

Fig. 11. Experimental results of single-pixel phase imaging.
One dimensional phase distributions along the line in Fig. 10
(d).

tem ability to tackle complex information of an object, being the
Hadamard and noiselet basis those that obtain a better recon-
struction. As can be seen in Fig. 10 (b) the phase map measured
with the cosine basis has a wrong phase in some regions, which
could be due to loss of information using gray level codification
(binarization) by dithering.

5. CONCLUSION

A DH microscopy system based on the SPI technique has been
presented with a spatial resolution of 22 µm that retrieves both
amplitude and phase images of complex objects. The experi-

mental results show a comparison between HSI, CSI, and NSI
systems, validating the quality of results with PSNR values.
The cosine basis recovered the one-dimensional amplitude dis-
tribution with best quality, with a PSNR value of 7.84 dB. An
advantage of the presented approach is the high-speed binary
modulation of the DMD to perform the registration process in
less than four seconds for an object with 64× 64 pixels. Fur-
thermore, the differential measurement effectively restrains the
noise generated by background lighting improving the quality
of reconstructed images. Another advantage is that when using
CGH, the modulation of the wavefront in both phase and am-
plitude imaging is possible, allowing to compensate the beam
distortions in real-time. Finally, thanks to the sparsity property
shown by Hadamard and cosine basis, we have shown that a
good quality image can be reconstructed with only a fraction of
the spectra, giving an opportunity to work in image compres-
sion methods or image systems based on CS. This work could
provide guidance for choosing a SP imaging system aimed at
different applications.
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