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Abstract. In this paper, we are interested in studying when an element z in the pro-
jective tensor product X⊗̂πY turns out to be a Daugavet point. We prove first that,
under some hypothesis, the assumption of X⊗̂πY having the Daugavet property implies
the existence of a great amount of isometries from Y into X∗. Having this in mind, we
provide methods for constructing non-trivial Daugavet points in X⊗̂πY . We show that
C(K)-spaces are examples of Banach spaces such that the set of the Daugavet points in
C(K)⊗̂πY is weakly dense when Y is a subspace of C(K)∗. Finally, we present some
natural results on when an elementary tensor x⊗ y is a Daugavet point.

1. Introduction

In 2001, D. Werner asked if the Daugavet property is stable under tensor products (see
[25, Section 6, Question 3]). More specifically, he asked whether the projective tensor
product between two Banach spaces X⊗̂πY has the Daugavet property whenever X and
Y satisfy such a property. It turns out that this is the case whenever X and Y are
(isometric) preduals of L1 with the Daugavet property (see [22] and more recently [19]).
Nevertheless, in its complete generality, this question seems to be still open. In the present
paper, we are interested in the “pointwise” version of the problem. We say that a norm-
one element x is a Daugavet point if given a slice S of the unit ball BX , then there exists
y ∈ S satisfying ‖x − y‖ ≈ 2 (see [1]). By [25, Corollary 2.3], the Banach space X has
the Daugavet property if and only if every element of the unit sphere SX is a Daugavet
point. Therefore, the concept of Daugavet points can be faced as a pointwise version of
the Daugavet property. See [1, 2, 7, 10] for background on Daugavet points and diverse
relevant examples.

Coming back to tensor products, there are natural ways of constructing elementary
tensors x ⊗ y which are Daugavet points (see Proposition 2.11). The question here is,
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therefore, when we can produce tensors (not necessarily elementary) which are Daugavet
points. In other words, collecting all the information we have given so far and putting
them together, the following question seems to arrive naturally.

When an element z ∈ SX⊗̂πY can be a Daugavet point?

In order to tackle this problem, let us take a brief moment to explain that the assump-
tion that there are plenty of these points in X⊗̂πY implies severe restrictions between the
Banach spaces X and Y . Since a Banach space X with the Daugavet property satisfies the
strong diameter two property and it has an octahedral norm (by the proof of [24, Lemma
3] and by [11, Lemma 2.8], respectively), the results from Section 3 of [13] suggest to
us that whenever Y is a separable (uniformly convex) Banach space and X⊗̂πY has the
strong diameter 2 property, then Y is isometric to a subspace of X∗. With this in mind,
it is natural to think that there exist isometries from Y into X∗ whenever X⊗̂πY has the
Daugavet property. Proving this conjecture is our first aim in the paper. In what follows,
the set Iso(Y,X∗) is the set of all isometries from Y into X∗ (not necessarily surjetive).

Theorem A. Let X be a Banach space and suppose that Y is a separable uniformly
convex Banach space. Assume further that X⊗̂πY has the Daugavet property. Then, the
set Iso(Y,X∗) is w∗-dense in BL(Y,X∗).

Let us notice that Theorem A not only guarantees the existence of an isometry from Y
into X∗ when Y is a separable uniformly convex Banach space, but also that the isometries
between these spaces are abundant. It is worth mentioning that, up to our knowledge, it
is not known whether X⊗̂πY has the Daugavet property when X is an L1-predual and Y

is a finite-dimensional Banach space different from `
dim(Y )
1 .

Under some hypothesis it is possible to present a converse of Theorem A (see Proposition
2.3). Nevertheless, what we will be interested in is to know when an isometry from Y into
X∗ yields Daugavet points. Indeed, we have the following result which gives us a way of
constructing non-trivial Daugavet points in X⊗̂πY .

Theorem B. Let z =
∑n

i=1 λixi ⊗ yi ∈ co(SX ⊗ SY ). Assume that

(1) X is an L1-predual with the Daugavet property,

(2)

∥∥∥∥∥
m∑
j=1

µjxj

∥∥∥∥∥ =
m∑
j=1

|µj| for every µ1, . . . , µm ∈ R, and

(3) There exists an isometry φ from Y into X∗.

Then, z ∈ SX⊗̂πY is a Daugavet point.

Let us notice that besides the existence of an isometry from Y into X∗, the rest of
assumptions in Theorem B are required just on the Banach space X.

Finally, in Theorem 2.7 and Corollary 2.8 we provide an example of a Banach space
where Theorem B can be applied, namely C(K)-spaces, to produce examples of tensors
C(K)⊗̂πY for which, when Y is isometric to a subspace of C(K)∗, the set of Daugavet
points is even weakly dense (see Corollary 2.9).
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Finally, in the way of looking for examples where our main results apply, we discov-
ered that if X is an L-embedded space with the metric approximation property and the
Daugavet property then X has the weak operator Daugavet property (see Definition 2.2)
if dens(X) 6 ω1. Since the proof is tricky and technical, and since we think it of interest
by itself, we devote Section 3 to the proof of this fact.

Before presenting our results, let us give the necessary background the reader needs for
following the present paper. All of the Banach spaces throughout the paper are consider
to be real. The closed unit ball and the unit sphere of a Banach space X are denoted by
BX and SX , respectively. We denote by L(X, Y ) the set of all bounded linear operators
from X into Y . When X = Y , we simply denote L(X, Y ) by L(X). The symbol B(X×Y )
stands for the bounded bilinear forms from X × Y into R. We denote by F(X, Y ) all the
finite rank operators from X into Y . We define a slice of the unit ball of X by the set

S(BX , x
∗, α) := {x ∈ BX : x∗(x) > ‖x∗‖ − α} ,

where x∗ ∈ X∗ and α > 0. We write shortly S(x∗, α) when the space X is understood
from the context. We denote the convex hull of a set A by co(A) and its closure co(A).

We say that a Banach space X has the Daugavet property if every rank-one operator
T ∈ L(X) satisfies the equality

‖ Id +T‖ = 1 + ‖T‖,

where Id is the identity operator on X. By [11, Lemma 2.1], a Banach space X has
the Daugavet property if and only if for every ε > 0, every point x ∈ SX , and every
slice S of BX , there exists y ∈ S such that ‖x + y‖ > 2 − ε. We will use this geometric
characterization in the proof of Theorem 2.3. Although already stated before, we formally
introduce the main concept of the paper: a point x ∈ SX is a Daugavet point if for every
slice S of BX and every ε > 0, there exists y ∈ S such that ‖x− y‖ > 2− ε.

Recall that the projective tensor product, denoted by X⊗̂πY , of the Banach spaces X
and Y is the completion of the algebraic tensor product X ⊗ Y under the following norm

‖u‖ = inf

{
n∑
i=1

‖xi‖‖yi‖ : u =
n∑
i=1

xi ⊗ yi

}
.

It is well known that (X⊗̂πY )∗ = B(X×Y ) = L(Y,X∗) and that BX⊗̂πY = co(BX⊗BY ) =
co(SX ⊗ SY ) where we write the sets BX ⊗ BY and SX ⊗ SY for the sets {x ⊗ y : x ∈
BX , y ∈ BY } and {x⊗y : x ∈ SX , y ∈ SY }, respectively. We refer the reader to the books
[4, 23] for background on projective tensor products.

2. The Results

We start this section by proving Theorem A. In fact, what we shall prove is a more
general result which says that if X⊗̂πY satisfies the Daugavet property, the amount of
elements in SL(Y,X∗) which attain their norms at every strongly exposed point of SY is
quite large when Y ∗ is assumed to be separable and Y has the Radon-Nikodým property
(for short, RNP). Let us use w∗ to denote the weak-star topology.
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Theorem 2.1. Let X and Y be Banach spaces. Assume that Y ∗ separable and Y has
RNP. If X⊗̂πY has the Daugavet property, then the set

C :=
{
T ∈ SL(Y,X∗) : ‖T (y)‖ = 1 for every strongly exposed point y ∈ SY

}
is w∗-dense in BL(Y,X∗).

Proof. We will follow the ideas of [11, Lemma 2.12]. Let W be a w∗-open subset of
BL(Y,X∗). We will find T ∈ C∩W . Since Y ∗ is a separable space, we may take {y∗n : n ∈ N}
to be a dense subset of SY ∗ . Fix x∗ ∈ SX∗ . Since X⊗̂πY has the Daugavet property by
applying successively [24, Lemma 3], there exists a sequence of non-empty w∗-open (Wn)
with the following properties:

(a) W1
w∗

⊆ W ,

(b) Wn+1
w∗

⊆ Wn for n ∈ N, and

(c) for every G ∈ Wn and for every i = 1, . . . , n,

‖G+ x∗ ⊗ y∗i ‖ > 2− 1

n
.

Now, take T ∈
⋂∞
n=1Wn

w∗

⊆ W . Then, we have that T ∈ W and, by using (b), that
T ∈ Wn for every n ∈ N. In particular, ‖T‖ 6 1. The theorem will be established once
we can show the following claim.

Claim: T attains its norm at every strongly exposed point y ∈ SY .

Let y0 ∈ SY be an arbitrary strongly exposed point of BY . By using (c) above, we have
that ‖T + x∗ ⊗ y∗n‖ = 2 for every n ∈ N, which implies that ‖T + x∗ ⊗ y∗‖ = 2 for every
y∗ ∈ SY ∗ . In particular, ‖T + x∗ ⊗ y∗0‖ = 2, where y0 is strongly exposed by y∗0 ∈ SY ∗ .
This implies that there exists a sequence (yn) ⊂ SY such that

2− 1

n
6 ‖T (yn) + y∗0(yn)x∗‖ 6 ‖T (yn)‖+ |y∗0(yn)|

and this implies that ‖T (yn)‖ −→ 1 and |y∗0(yn)| −→ 1 as n → ∞. Let θn ∈ {1,−1} so
that y∗0(θnyn) = |y∗0(yn)| for every n ∈ N. Then, θnyn converges to y0 since y0 is a strongly
exposed point, and this shows that T attains its norm at y0, as we wanted. �

Notice that Theorem 2.1 implies Theorem A since every uniformly convex space has the
RNP and C ⊆ Iso(Y,X∗). Let us notice that if X is a separable L-embedded Banach space
with the Daugavet property and it has the MAP, then X⊗̂πY has the Daugavet property
for Y a nonzero Banach space (see [21, Theorem 3.7]). This shows an example where
we can apply Theorem A; we send the reader to [17, 21] for more examples of when this
happens. In what follows (see Proposition 2.3), we present a converse to Theorem A when
the Banach space X satisfies the so-called weak operator Daugavet property (WODP, for
short). Let us point out that we do not know non-trivial examples where the assumptions
of Proposition 2.3 and Theorem 2.4 are fulfilled, which make both results of theoretical
interest.
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Definition 2.2. [19, Definition 5.2] We say that the Banach spaceX has the weak operator
Daugavet property (WODP, for short) if given ε > 0, x1, . . . , xn ∈ SX , a slice S of BX ,
and x′ ∈ BX , we can find x ∈ S and T ∈ L(X) such that

(a) ‖T‖ 6 1 + ε,

(b) ‖T (xi)− xi‖ < ε for every i ∈ {1, . . . , n}, and

(c) ‖T (x)− x′‖ < ε.

We have that if a Banach space X satisfies the WODP, then it satisfies the Daugavet
property (see [19, Remark 5.3]). Let us present a list of Banach spaces which satisfy the
WODP. In what follows, MAP stands for the metric approximation property.

(a) L1-preduals with the Daugavet property,

(b) L1(µ, Z)-spaces for µ atomless and Z an arbitrary Banach space,

(c) W1⊗̂πW2, where W1 and W2 satisfy (a) or (b), and

(d) L-embedded spaces X which satisfies the MAP and Daugavet property when
dens(X) 6 ω1.

For (a), (b), and (c) we refer to reader to the papers [19, 22]. It seems that item (d) is
not known in the literature and we present a proof of it in Section 3. Now we are ready
to prove Proposition 2.3

Proposition 2.3. Let X and Y be Banach spaces. Assume that X satisfies the WODP.
Suppose further that Iso(Y,X∗) is norming. Then, X⊗̂πY has the Daugavet property.

Proof. In order to prove that X⊗̂πY has the Daugavet property, let us take z ∈ SX⊗̂πY ,
ε > 0, and an arbitrary slice S := S(BX⊗̂πY , G, α) of BX⊗̂πY with ‖G‖ = 1 and α > 0.
We will find x⊗ y ∈ S such that

‖z + x⊗ y‖ > 2− ε
1 + ε

.

For this, consider x0 ⊗ y ∈ S with x0 ∈ SX and y ∈ SY . Let us find
∑N

i=1 xi ⊗ yi so that

(2.1)

∥∥∥∥∥z −
N∑
i=1

xi ⊗ yi

∥∥∥∥∥ < ε

12(1 + ε)
.

Since Iso(Y,X∗) is norming, we may find an isometry φ ∈ L(Y,X∗) to be such that

(2.2)
N∑
i=1

φ(yi)(xi) > 1− ε

12

and, as φ is an isometry, we can find u ∈ BX such that

(2.3) φ(y)(u) > 1− ε

12
.

Note that the set {z ∈ BX : G(z, y) > 1−α} is nonempty and defines a slice of BX . Since
X has the WODP, we can find an element x ∈ {z ∈ BX : G(z, y) > 1−α} (which implies



6 DANTAS, JUNG, AND RUEDA ZOCA

that x⊗ y ∈ S) and an operator T ∈ L(X) such that

(2.4) ‖T‖ 6 1 + ε̃, ‖T (x)− u‖ < ε̃, and ‖T (xi)− xi‖ < ε̃,

for every i = 1, . . . , N , where

0 < ε̃ < min

{
ε

12
,

ε

6
∑N

i=1 ‖yi‖

}
.

Define now B ∈ B(Y ×X) by B(v, w) := φ(v)(T (w)) for every v ∈ Y and w ∈ X. Then,
‖B‖ 6 1 + ε and, by using (2.3) and (2.4), we have that

(2.5) B(y, x) = φ(y)(T (x)) > φ(y)(u)− ‖T (x)− u‖ > 1− ε

6
.

Moreover,

N∑
i=1

B(yi, xi) =
N∑
i=1

φ(yi)(T (xi)) =
N∑
i=1

φ(yi)(T (xi)− xi + xi)

(2.4)

>
N∑
i=1

φ(yi)(xi)− ε̃
N∑
i=1

‖yi‖

(2.2)
> 1− ε

4
.

Therefore, using this last estimate, we have that

‖z + x⊗ y‖ >

∥∥∥∥∥
N∑
i=1

xi ⊗ yi + x⊗ y

∥∥∥∥∥−
∥∥∥∥∥z −

N∑
i=1

xi ⊗ yi

∥∥∥∥∥
(2.1)
>

∥∥∥∥∥
N∑
i=1

xi ⊗ yi + x⊗ y

∥∥∥∥∥− ε

12(1 + ε)

>
1

‖B‖
B

(
N∑
i=1

xi ⊗ yi + x⊗ y

)
− ε

12(1 + ε)

(2.3),(2.5)
>

1

1 + ε

(
1− ε

4
+ 1− ε

6

)
− ε

12(1 + ε)

>
2− ε
1 + ε

.

�

Arguing similarly to Proposition 2.3, it is possible to present another sufficient condition
so that X⊗̂πY satisfies the Daugavet property.

Theorem 2.4. Let X be a Banach space with the WODP and Y be a Banach space with
the Radon-Nikodým property. If the set

C :=
{
T ∈ SL(Y,X∗) : ‖T (y)‖ = 1 for every strongly exposed point y ∈ SY

}
is norming, then X⊗̂πY has the Daugavet property.
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By Theorem 2.3, we can see that the assumption that the set Iso(Y,X∗) is norming has
a strong connection with the Daugavet property in the projective tensor product X⊗̂πY .
We will see next that the existence of at least one isometry already implies the existence
of a Daugavet point z ∈ SX⊗̂πY under WODP assumption. This is our first result which
shows a way of constructing non-trivial Daugavet points in the projective tensor product.

Theorem 2.5. Let X and Y be a Banach spaces. Assume that X satisfies the WODP.
Given an element z =

∑n
i=1 λixi⊗yi ∈ co(SX⊗SY ), suppose that there exists an isometry

φ ∈ L(Y,X∗) so that φ(yi)(xi) = 1 for every i = 1, . . . , n. Then, z ∈ SX⊗̂πY is a Daugavet
point.

Proof. Let ε > 0 be given and let us fix a slice S := S(BX⊗̂πY , G, α) of BX⊗̂πY with
‖G‖ = 1 and α > 0. Let x0 ⊗ y0 ∈ S with x0 ∈ SX , y0 ∈ SY . Since φ is an isometry, we
may take u0 ∈ BX such that

φ(y0)(u0) > 1− ε.
Since X has the WODP, we can find T ∈ L(X) and u1 ∈ {z ∈ BX : G(z, y0) > 1 − α}
(which implies u1 ⊗ y0 ∈ S) such that

‖T‖ 6 1 + ε, ‖T (u1)− u0‖ < ε, and ‖T (xi)− xi‖ < ε,

for every i ∈ {1, . . . , n}. Define now B ∈ B(Y × X) by B(y, x) := φ(y)(T (x)) for every
y ∈ Y and x ∈ X. Then, ‖B‖ 6 1 + ε. Moreover,

B(y0, u1) = φ(y0)(T (u1)) = φ(y0)(T (u1)− u0 + u0)

> φ(y0)(u0)− ‖T (u1)− u0‖
> 1− 2ε.

Then, since φ(yi)(xi) = 1 for every i = 1, . . . , n, we have that

B(z + u1 ⊗ y0) =
n∑
i=1

λiφ(yi)(T (xi)) +B(y0, u1)

>
n∑
i=1

λi(φ(yi)(xi)− ‖T (xi)− xi‖) + 1− 2ε

>
n∑
i=1

λiφ(yi)(xi)− ε+ 1− 2ε

= 2− 3ε.

Therefore

‖z + u1 ⊗ y0‖ > ‖B‖−1(2− 3ε) >
2− 3ε

1 + ε
.

This proves that z ∈ SX⊗̂πY is a Daugavet point. �

We prove now Theorem B. It gives us a condition so that an element z =
∑n

i=1 λixi⊗yi ∈
co(SX ⊗ SY ) is a Daugavet point under the hypothesis that X is an L1-predual with the
Daugavet property and Y is an isometric subspace of X∗. Comparing this to Theorem
2.5, we now assume that {x1, . . . , xn} is equivalent to the canonical basis of `n1 .
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Proof of Theorem B. Let S := S(BX⊗̂πY , G, α) be a non-empty slice and ε > 0 be given,

where G ∈ (X⊗̂πY )∗ = L(X, Y ∗) and α > 0. Let z =
∑n

i=1 λixi ⊗ yi ∈ co(SX ⊗ SY ). We
will find an element x⊗ y ∈ S with

(2.6) ‖z + x⊗ y‖ > 2− ε.

Let us consider an arbitrary x0 ⊗ y ∈ S and let δ > 0 be small enough so that

2(1− δ)2

1 + δ
> 2− ε.

Since φ ∈ L(Y,X∗) is an isometry, we can find u0, u1, . . . , un ∈ SX such that

(2.7) φ(yi)(ui) > 1− δ

n
and φ(y)(u0) > 1− δ.

Consider the set {z ∈ BX : G(z, y) > 1 − α}, which defines a slice of BX . Since X has
the Daugavet property (see [11, Lemma 2.8]), there exists x ∈ {z ∈ BX : G(z, y) > 1−α}
(which implies x⊗ y ∈ S) such that

(2.8) ‖y + µx‖ > (1− δ)(‖y‖+ |µ|)

for every y ∈ span{x1, . . . , xn} and µ ∈ R. Define ϕ ∈ L(span{x1, . . . , xn, x}, X) by

ϕ

(
m∑
j=1

µjxj + µx

)
:=

m∑
j=1

µjuj + µu0.

Then, for every
∑m

j=1 µjxj + µx ∈ span{x1, . . . , xn, x}, we have∥∥∥∥∥ϕ
(

m∑
j=1

µjxj + µx

)∥∥∥∥∥ 6
m∑
j=1

|µj|+ |µ|

=

∥∥∥∥∥
m∑
j=1

µjxj

∥∥∥∥∥+ |µ|

(2.8)

6
1

1− δ

∥∥∥∥∥
m∑
j=1

µjxj + µx

∥∥∥∥∥ .
This shows that ‖ϕ‖ 6 1

1−δ . Since ϕ is a compact operator and X is an L1-predual, we

can consider ϕ defined on the whole X with ‖ϕ‖ 6 1+δ
1−δ (see [18, Theorem 6.1, (3)]). Now,

define T ∈ (X⊗̂πY )∗ = L(X, Y ∗) by

T (u⊗ v) := φ(v)(ϕ(u)) (u ∈ X, v ∈ Y ).
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So, we have that ‖T‖ 6 1+δ
1−δ and that T (x⊗ y) = φ(y)(u0) > 1− δ. Therefore,

‖z + x⊗ y‖ > 1− δ
1 + δ

(T (z + x⊗ y))
(2.7)
>

1− δ
1 + δ

(
n∑
i=1

λi

(
1− δ

n

)
+ (1− δ)

)

=
1− δ
1 + δ

(
1− δ

n
+ 1− δ

)
>

1− δ
1 + δ

(2− 2δ)

> 2− ε,

so (2.6) is established. �

Let us exhibit examples where Theorem B applies to find projective tensor products
with a weakly dense set of Daugavet points. To do so, let us start with the following
lemma.

Lemma 2.6. Let K be a compact Hausdorff topological space with no isolated point. Let
f1, . . . , fn ∈ SC(K) and A ⊆ K be a non-empty open subset. Then there are g1, . . . , gn ∈
SC(K) such that

(1) gi = fi on K \ A.

(2)

∥∥∥∥∥
n∑
i=1

λigi

∥∥∥∥∥ =
n∑
i=1

|λi| holds for every λ1, . . . , λn ∈ R.

Proof. Let P := {σ = (σ1, . . . , σn) : σi ∈ {−1, 1}}.
Since A is a non-empty open set in K, which does not contain any isolated point, then

A is infinite, so take {tσ : σ ∈ P} ⊆ A different points. Since they are different points we
can find open set Vσ such that tσ ∈ Vσ ⊆ Vσ ⊆ A and such that Vσ ∩ Vν = ∅ if σ 6= ν ∈ P .
By Urysohn’s lemma we can find, for every σ ∈ P , a function 0 6 fσ 6 1 with fσ = 0
on K \ Vσ and fσ(tσ) = 1. Also find by Urysohn’s lemma a function 0 6 h 6 1 such
that h = 1 on K \ A and h = 0 on

⋃
σ∈P

Vσ. Define, for every i ∈ {1, . . . , n}, a continuous

function gi : K −→ R by the equation

gi :=

(
1−

∑
σ∈P

σifσ

)
fih+

∑
σ∈P

σifσ.

Let us prove that ‖gi‖ 6 1. To this end, pick t ∈ K. Then we have two possibilities:

(1) If t ∈ Vσ for some (unique) σ, then h(t) = 0 and so

|gi(t)| = |σifσ(t)| = |σi||fσ(t)| 6 ‖fσ‖∞ = 1.

(2) If t /∈
⋃
σ∈P

Vσ then
∑

σ∈P σifσ(t) = 0 and so

|gi(t)| = |fi(t)||hi(t)| 6 ‖fi‖ = 1.
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Taking maxima on K we get that ‖gi‖ 6 1. Moreover, since h = 1 and
∑

σ∈P σifσ = 0 on
K \ A we get that gi = fi on K \ A, and (1) is proved.

Let us finally prove (2). To this end pick any λ1, . . . , λn ∈ R and define σ :=
(sign(λ1), . . . , sign(λn)). Then, by definition

gi(tσ) = σifσ(tσ) = sign(λi).

So ∥∥∥∥∥
n∑
i=1

λigi

∥∥∥∥∥ >
n∑
i=1

λigi(tσ) =
n∑
i=1

λi sign(λi) =
n∑
i=1

|λi|.

which proves (2). �

Now we are able to prove the following theorem.

Theorem 2.7. Let K be a compact Hausdorff topological space with no isolated point.
Pick f1, . . . , fn ∈ SC(K). Then, for every i ∈ {1, . . . , n}, there is a sequence {gik} ⊆ SC(K)

which weakly converges to fi for every i and such that ‖
∑n

j=1 λjg
j
k‖ =

∑n
j=1 |λj| holds for

every λ1, . . . , λn ∈ R and every k ∈ N.

Proof. Since K does not have any isolated point we can find a sequence of non-empty open
subsets {Vn} ⊆ K being pairwise disjoint. Now, apply the previous lemma to f1, . . . , fn
and Vk to find g1k, . . . , g

n
k satisfying the thesis of the lemma, and we only have to prove

that gik → fi weakly. To this end, notice that fi− gik is a sequence on k which is pairwise
disjoint. Hence fi − gik is a bounded sequence which converges pointwise to 0. By the
dominated convergence theorem, fi − gik → 0 weakly, and we are done. �

Now we are ready to prove the following result.

Corollary 2.8. Let K be a compact Hausdorff topological space without any isolated point.
Let Y be a Banach space. Then, given any convex combination of slices C, there exists
an element z ∈ C such that z =

∑n
i=1 λixi ⊗ yi ∈ co(SC(K) ⊗ SY ) with∥∥∥∥∥
n∑
j=1

µjxj

∥∥∥∥∥ =
n∑
j=1

|µj|,

for every µ1, . . . , µn ∈ R.

Proof. Pick a convex combination of slices C =
∑n

i=1 λiSi and pick an element
∑n

i=1 λiui⊗
yi ∈ C. Apply Theorem 2.7 to find, for every i a sequence xik which is weakly convergent
to ui and such that the {xik : 1 6 i 6 n} is isometrically equivalent to the basis of `n1 .
Notice that xik⊗ yi weakly converges to ui⊗ yi, so find k large enough so that xik⊗ yi ∈ Si
holds for every 1 6 i 6 n and define xi := xik to finish the proof. �

If we combine Theorem B and Corollary 2.8 we get the desired consequence.

Corollary 2.9. Let K be a compact Hausdorff topological space without any isolated
point. Let Y be a Banach space such that Y is isometric to a subspace of C(K)∗. Then
any convex combination of slices C of BC(K)⊗̂πY contains a Daugavet point. In particular,
the set of Daugavet points is weakly dense in BC(K)⊗̂πY .
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Proof. All but the last assertion is clear. Moreover, the last part follows by the well-known
Bourgain’s lemma [5, Lemma II.1], which asserts that every non-empty relatively weakly
open subset of the unit ball contains a convex combination of slices of the unit ball. �

Note that even if a Banach space X satisfies that the set of all Daugavet points is weakly
dense then it is not true that every non-empty relatively weakly open subset of BX has
diameter two. Indeed, in [2, Section 4] it is exhibited an example of Banach space Z having
a weakly dense set of Daugavet points but such that the unit ball has points of weak-to-
norm continuity and, in particular, the unit ball of Z contains arbitrarily small diameter
non-empty relatively weakly open subsets. Notice, however, that the assumptions of
Theorem B does not permit this phenomenon. Indeed, under the assumptions of Theorem
B, X∗ is an L1-space, then the condition (3) in Theorem B implies that L(Y,X∗) has an
octahedral norm (see [15, Theorem 3.2]) and then X⊗̂πY satisfies that even every convex
combination of slices of the unit ball has diameter 2 (see [3, Theorem 2.1]).

We finish this section by presenting a short but detailed study of elementary tensors
x ⊗ y in X⊗̂πY which are Daugavet points. This is motivated by the recent paper [14],
where the authors prove that if x ∈ SX is a ∆-point, then x⊗ y ∈ SX⊗̂πY is a ∆-point for
every y ∈ SY (see [14, Remark 5.4]). We recall that x ∈ SX is a ∆-point if given ε > 0
and a slice S of BX containing x, then there exists y ∈ S satisfying ‖x − y‖ > 2 − ε.
We prove a converse of this result when we assume that y is a strongly exposed point.
We give the analogous for Daugavet points. All of these results are summed up in the
Proposition 2.11 below.

Before presenting its proof, let us just make some brief comments. Notice that x ∈ SX
is a Daugavet point if and only −x ∈ SX is a Daugavet point. Thus, we can substitute the
condition ‖x− y‖ > 2− ε for ‖x+ y‖ > 2− ε whenever it is convenient. We will be using
this fact in the proof of Proposition 2.11.(b) without any explicit reference (this does not
hold for ∆-points). Moreover, in the proof of Proposition 2.11.(c), we need to guarantee
that if x0 ⊗ y0 ∈ SX⊗̂πY is a Daugavet point then, for every slice S of BX⊗̂πY and every
ε > 0, there exists an elementary tensor u0⊗ v0 ∈ S such that ‖x0⊗ y0−u0⊗ v0‖ > 2− ε.
For this, we highlight the following lemma observed in [10, Remark 2.3], which guarantees
such a fact.

Lemma 2.10. Let X be a Banach space. Let x ∈ SX be a Daugavet point. Then, for
each ε > 0 and each slice S(BX , x

∗, α), there exists a new slice S(BX , x
∗
0, α0) such that

S(BX , x
∗
0, α0) ⊆ S(BX , x

∗, α) and ‖x+ y‖ > 2− ε for every y ∈ S(BX , x
∗
0, α0).

Now we are ready to prove the promised result. Recall that all tensor products are
considered in the projective tensor norm.

Proposition 2.11. Let X and Y be Banach spaces. Let x0 ∈ SX and y0 ∈ SY .

(a) If y0 ∈ SY is strongly exposed and x0 ⊗ y0 is a ∆-point, then x0 is a ∆-point.

(b) If x0 and y0 are both Daugavet points, then so is x0 ⊗ y0.

(c) If y0 is denting and x0 ⊗ y0 is Daugavet, then x0 is a Daugavet point.
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Proof. (a). In order to prove that x0 is a ∆-point, let us consider S(BX , x
∗
0, α) to be a

slice of BX containing x0 with ‖x∗0‖ = 1 and α > 0. Let ε > 0 be given. Assuming that
y0 ∈ SY is strongly exposed, consider the functional y∗0 ∈ SY ∗ which strongly exposes y0.
Then, there exists δ = δ(ε) > 0 such that diam (S(BY , y

∗
0, δ)) < ε. Consider 0 < η < δ.

By [9, Lemma 1.4], there exists x∗1 ∈ SX∗ such that x0 ∈ S(BX , x
∗
1, η) ⊆ S(BX , x

∗
0, α).

Now, consider the slice S1 := S(BX⊗̂πY , x
∗
1 ⊗ y∗0, η) of BX⊗̂πY . Since y∗0 attains its norm

at y0, we have that

〈x0 ⊗ y0, x∗1 ⊗ y∗0〉 = x∗1(x0) > 1− η,
that is, x0⊗y0 ∈ S1. Since x0⊗y0 is a ∆-point, by using [10, Lemma 2.1], we can guarantee
the existence of an elementary tensor u0⊗ v0 ∈ S1 so that ‖x0⊗ y0− u0⊗ v0‖ > 2− ε. In
particular,

(2.9) ‖x0 − u0‖+ ‖y0 − v0‖ > 2− ε.

Since u0 ⊗ v0 ∈ S1, we have that x∗1(u0) > 1 − η and y∗0(v0) > 1 − η > 1 − δ. Therefore,
u0 ∈ S(BX , x

∗
1, η) ⊆ S(BX , x

∗
0, α) and v0 ∈ S(BY , y

∗
0, δ). So, ‖y0 − v0‖ < ε and by (2.9),

‖x0 − u0‖ > 2− 2ε. This proves that x0 ∈ SX is a ∆-point.

(b). Suppose that x0 ∈ SX and y0 ∈ SY are both Daugavet points. Let ε > 0 be given.
Let us fix an arbitrary slice S := S(BX⊗̂πY , G, α) of BX⊗̂πY with ‖G‖ = 1 and α > 0.
Take (x1, y1) ∈ BX ×BY to be such that

G(x1, y1) > 1− α

2

and let us consider the slice of BX

S1 :=

{
x ∈ BX : G(x, y1) > sup

u∈BX
G(u, y1)−

α

4

}
.

Since x0 ∈ SX is a Daugavet point, we can find u0 ∈ S1 such that ‖x0 − u0‖ > 2− ε. On
the other hand, let us consider the slice of BY

S2 :=

{
y ∈ BY : G(u0, y) > sup

v∈BY
G(u0, v)− α

4

}
.

Since y0 ∈ SY is a Daugavet point, we can find v0 ∈ S2 such that ‖y0 + v0‖ > 2− ε. Now,
since v0 ∈ S2 and u0 ∈ S1, we have that

G(u0, v0) > sup
v∈BY

G(u0, v)− α

4

> sup
u∈BX

G(u, y1)−
α

4
− α

4

> G(x1, y1)−
α

2
> 1− α,

which shows that u0⊗ v0 ∈ S. We will prove that ‖x0⊗ y0−u0⊗ v0‖ > 2(1− ε)2. Indeed,
let x∗ ∈ SX∗ and y∗ ∈ SY ∗ be such that

x∗(x0 − u0) > 2− ε and y∗(y0 + v0) > 2− ε.
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In particular, we have that x∗(x0), y
∗(y0), and y∗(v0) are all > 1 − ε and, on the other

hand, that x∗(u0) 6 1 − ε. Finally, define G0 ∈ B(X × Y ) by G0(x, y) := x∗(x)y∗(y) for
every x ∈ X and y ∈ Y . Then, ‖G0‖ = 1 and

‖x0 ⊗ y0 − u0 ⊗ v0‖ > G0(x0 ⊗ y0 − u0 ⊗ v0)
= x∗(x0)y

∗(y0)− x∗(u0)y∗(v0)
> (1− ε)2 + (1− ε)2

= 2(1− ε)2

as we wanted. Therefore, x0 ⊗ y0 ∈ SX⊗̂πY is a Daugavet point.

(c). Let x0 ∈ SX and y0 ∈ SY be such that x0 ⊗ y0 ∈ SX⊗̂πY is a Daugavet point and let
us assume that y0 ∈ SY is a denting point. To prove that x0 is also a Daugavet point,
take S := S(BX , x

∗, α) to be a slice of BX with ‖x∗‖ = 1 and α > 0. Since y0 is a denting
point, we can take a slice S1 := S(BY , y

∗, β) of BY with ‖y∗‖ = 1, β > 0, and such that
y0 ∈ S1 and diam (S1) < ε. Let us define the bilinear form G(x, y) := x∗(x)y∗(y) for
every x ∈ X and y ∈ Y . Now, consider the slice S2 := S(BX⊗̂πY , G, η) of BX⊗̂πY , where
η < min{α, β}. Since x0 ⊗ y0 ∈ SX⊗̂πY is a Daugavet point, by using Lemma 2.10, we
may find u0 ⊗ v0 ∈ S2 so that

(2.10) ‖x0 ⊗ y0 − u0 ⊗ v0‖ > 2− ε.
Since ‖y0‖ 6 1 and ‖v0‖ 6 1, (2.10) implies that

‖x0 − u0‖+ ‖y0 − v0‖ > 2− ε.
On the other hand, since u0 ⊗ v0 ∈ S2, we have that

x∗(u0)y
∗(v0) = G(u0, v0) > 1− η = 1−min{α, β}.

This implies, in particular, that x∗(u0) > 1− α and y∗(v0) > 1− β, that is, we have that
u0 ∈ S and v0 ∈ S1. Since diam (S1) < ε, we have that ‖y0 − v0‖ < ε and therefore

2− ε 6 ‖x0 − u0‖+ ‖y0 − v0‖ < ‖x0 − u0‖+ ε,

which implies that ‖x0 − u0‖ > 2− 2ε. This shows that x0 ∈ SX is a Daugavet point as
desired. �

3. An example of a Banach space which satisfies the WODP

Let us recall that a Banach space X is said to be L-embedded if X∗∗ = X⊕1Z for some
subspace Z of X∗∗. Examples of L-embedded spaces are L1(µ)-spaces, preduals of von
Neumann algebras, preduals of real or complex JBW∗-triples or the predual of the disk
algebra, and quotients of L1 by nicely placed subspaces (see [18]). We invite the reader
to go to the reference [8] for plenty of examples of L-embedded spaces.

Let us recall also that a Banach space X is said to satisfy the bounded approximation
property if there exists a positive constant λ such that, for every compact subspace K of
X and every ε > 0, there exists S ∈ F(X) such that ‖S‖ 6 λ and ‖x − S(x)‖ 6 ε for
every x ∈ K. If this holds for λ = 1, then X is said to have the metric approximation
property (MAP, for short).
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Theorem 3.1. Let X be Banach space which is L-embedded and such that it satisfies both
metric approximation and the Daugavet properties. Suppose further that dens(X) 6 ω1.
Then, X has the WODP.

Proof. Let ε > 0 be given. Let us fix x1, . . . , xN ∈ SX , a slice S := S(BX , x
∗, η) of BX ,

and x′ ∈ BX . In order to prove that X has the WODP, we will find a point x0 ∈ S and
an operator R ∈ L(X) satisfying

(a) ‖R‖ 6 1 + ε,

(b) ‖R(xi)− xi‖ < ε for every i = 1, . . . , N , and

(c) ‖R(x0)− x′‖ < ε.

Since X is L-embedded, we may write X∗∗ = X ⊕1 Z for some subspace Z of X. Since
S(BX∗∗ , x∗, η) is a w∗-open subset of BX∗∗ , there exists u ∈ SZ ∩S(BX , x

∗, η), and hence-
forth

‖x+ u‖ = 1 + ‖x‖
holds for every x ∈ X (the case dens(X) = ω0 was proved in [21, Theorem 3.3] whereas
the case dens(X) = ω1 was proved in [17, Theorem 4.1]).

Using the hypothesis that X has the MAP, we obtain T ∈ F(X) such that ‖T‖ 6 1

and ‖T (xi)− xi‖ < ε for every i = 1, . . . , N . Define T̂ ∈ L(X∗∗) by

T̂ (x+ z) := T (x) + ϕ(z)x′ (x ∈ X, z ∈ Z)

where ϕ ∈ SX∗∗∗ is such that ϕ(u) = 1. Since ‖T‖ 6 1 and x′ ∈ BX , we have that

‖T̂‖ 6 1. Moreover, T̂ is a finite rank operator and T̂ (u) = x′.

We will apply twice [20, Lemma 2.5] to find the desired operator R which satisfies
(a), (b), (c) above. Indeed, set F := span{x1, . . . , xN , u}, which is a finite-dimensional
subspace of X∗∗. By [20, Lemma 2.5], there exists an operator S ∈ F(X∗) such that

(i) |‖S‖ − ‖T̂‖| < ε
2
,

(ii) ranS∗ = ran T̂ ,

(iii) S∗(v) = T̂ (v) for every v ∈ F = span{x1, . . . , xN , u}, and

(iv) S∗∗x∗∗∗ = (T̂ )∗x∗∗∗ for every x∗∗∗ ∈ X∗∗∗ for which (T̂ )∗(x∗∗∗) ∈ X∗.

Now, applying once again [20, Lemma 2.5] for S ∈ F(X∗), we can find R ∈ F(X) such
that the following further properties are satisfied:

(iv) |‖R‖ − ‖S‖| < ε
2
,

(v) ranR∗ = ranS, and

(vi) R∗∗x∗∗ = S∗x∗∗ for every x∗∗ ∈ X∗∗ for which S∗x∗∗ ∈ X.

By (iii), we have in particular that S∗(xi) = T̂ (xi) = T (xi) ∈ X for every i = 1, . . . , N .
Thus, by using now (vi), we get that R(xi) = R∗∗(xi) = S∗(xi) for every i = 1, . . . , N . It
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follows that R(xi) = T (xi) for every i = 1, . . . , N and so (b) is proved. Now, by using
(iv) and (i), we have that

‖R‖ < ‖S‖+
ε

2
< ‖T̂‖+ ε 6 1 + ε

and this proves (a). It remains to prove (c), that is, there exists x0 ∈ S(BX , x
∗, η) such

that ‖R(x0) − x′‖ < ε. Indeed, by using (iii) we have that S∗(u) = T̂ (u) = x′ ∈ BX

and then, by (vi) again, we get that R∗∗(u) = S∗(u) = x′. Let (uα) ⊆ BX be such that

uα
w∗
−→ u. Passing to a subnet (if it is necessary), we may (and we do) assume that

uα ∈ S(BX , x
∗, η) for all α ∈ I. On the other hand, since R∗∗ is w∗-w∗ continuous, then

we have that

R(uα) = R∗∗(uα)
w∗
−→ R∗∗(u) = x′

Since R(uα) ∈ X and x′ ∈ X, we have that in fact R(uα)
w−→ x′. Therefore,

x′ ∈ {R(uα) : α ∈ I}
w
⊆ co{R(uα) : α ∈ I} ⊂ R(co{uα : α ∈ I}).

This implies that there exists x0 ∈ co{uα : α ∈ I} such that ‖R(x0) − x′‖ < ε. Since
uα ∈ S(BX , x

∗, η) for every α ∈ I, we conclude that x0 ∈ S(BX , x
∗, η) and this proves (c)

and we are done. �
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