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#### Abstract

In this paper we study nonlinear diameter preserving mappings defined between function spaces and obtain generalizations of, basically, all known results concerning diameter preservers. In particular, we give a complete description for algebras of continuously differentiable functions, (little) Lipschitz algebras and dense function spaces.


## 1. Introduction

There has been always considerable interest in characterizing maps between spaces of functions that preserve a certain property or family of functions. There is a vast history in such problems when the map is assumed to be linear, the so-called linear preserver problems. Here we can include linear maps which are norm preserving (Banach-Stone type theorems), disjointness preserving, diameter preserving, spectrum preserving, etc. (see, e.g., [5], [11], [22], [18], [15]).

More recently, however, there has been an increasing interest in not considering linearity a priori. Thus, in [17], K. Jarosz proved that a not necessarily linear isometry between spaces of continuous functions is a composition operator in modulus. Subsequent papers have dealt with finding nonlinear conditions for isometries to be composition or weighted composition operators (see, e.g., [26]). Other authors, however, have focused primarily on nonlinear maps which preserve some property or subset of the spectrum of the functions, known as spectral preserver problems (see, e.g., [23], [25], [13]).

Following this trend of interest in nonlinear mappings, in this paper we focus on (not necessarily linear) diameter preserving maps defined between function algebras, that is, maps which preserve the diameter of the range of the functions. Besides the sup-norm, the diameter of the range is another possibility to measure the functions and even has been proved to be more appropriate with regard to isometries in certain contexts than the sup-norm (see [22, p. 57]). In its linear version, these maps, which are indeed linear isometries with respect to the diameter (semi)norm, were introduced by Győry and Molnár ([12]) and have been studied intensively by many authors since then (see e.g.,
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[7], [24], [6], [9], [2], [1], [3], and [4]). More recently, in [14], the authors studied linear diameter preserving maps between function spaces and extended the previous results. They also gave an example showing that their assumptions cannot be removed. Basically these papers show that, in a wide range of contexts, linear diameter preserving mappings can be written as the sum of a weighted composition operator and a linear functional.

Without assuming linearity, we provide a representation for diameter preserving mappings defined between two function algebras, $A_{1}$ and $A_{2}$, as the sum of an element of $A_{2}$, a weighted composition operator and a functional on $A_{1}$. Similar questions have been addressed in [16] for dense function spaces with different techniques. Here we study nonlinear diameter preserving mappings between function spaces and obtain generalizations of, basically, all known results concerning linear and nonlinear diameter preserving mappings. In particular, a complete description of such maps is given if we consider algebras of continuously differentiable functions, (little) Lipschitz algebras and dense function spaces.

## 2. Preliminaries

For a compact Hausdorff space $X$, the algebra of all continuous scalar-valued functions on $X$ is denoted by $C(X)$. For any $f \in C(X), \operatorname{diam}(f)$ is the diameter of the range of $f$. A linear subspace (resp. subalgebra) $A$ of $C(X)$ is called a function space (resp. function algebra) if $A$ contains the constant functions and separates the points of $X$.

Let $A$ be a linear subspace of $C(X)$. A nonempty subset $E$ of $X$ is called a boundary for $A$ if each function in $A$ attains its maximum modulus within $E$. The Choquet boundary for $A, C h(A)$, consists of all $x \in X$ such that the evaluation functional $\delta_{x}$ at $x$ is an extreme point of the closed unit ball of the dual space of $\left(A,\|\cdot\|_{\infty}\right)$ and is a boundary for $A$. Clearly, $C h(A)=C h(\bar{A})$, where $\bar{A}$ is the closure of $A$ in $C(X)$ endowed with the supremum norm $\|.\|_{\infty}$. For any two points $x, x^{\prime} \in C h(A)$, we shall write $\delta_{x, x^{\prime}}:=\delta_{x}-\delta_{x^{\prime}}$.

Let $X$ be a compact Hausdorff space, and let $C$ denote the space of all the constant functions. For a function space $A$ on a compact Hausdorff space $X$, by $A_{d}$ we mean the quotient space $A / C$ endowed with the diameter norm, $\|\pi(f)\|_{d}:=\operatorname{diam}(f)$ for all $f \in A$, where $\pi$ is the natural quotient map $\pi: A \rightarrow A / C$, and $\left(A_{d}^{*},\|\cdot\|_{d}^{*}\right)$ is its dual space. Moreover, we denote the closed unit ball of the dual space $A_{d}^{*}$ by $\mathcal{B}_{A_{d}^{*}}$ and the set of its extreme points by $\operatorname{ext}\left(\mathcal{B}_{A_{d}^{*}}\right)$. Since $A_{d}$ is isomorphic to a quotient of $A$, then $A_{d}^{*}$ is isomorphic to a subspace of $A^{*}=\left(A,\|\cdot\|_{\infty}\right)^{*}$. In fact, $A_{d}^{*}=\left\{\mu \in A^{*}: \mu(X)=0\right\}$.

Given two function spaces $A$ and $B$, a map (not assumed to be linear) $T: A \rightarrow B$ is called diameter preserving if $\operatorname{diam}(f-g)=\operatorname{diam}(T f-T g)$ for all $f, g \in A$.

Let $A$ be a function space on a compact Hausdorff space $X$. By an argument similar to the proof of $\left[10\right.$, Theorem 1], we can deduce that $\operatorname{ext}\left(\mathcal{B}_{A_{d}^{*}}\right)$ is a nonempty subset of $\left\{\alpha \delta_{x, x^{\prime}}: x, x^{\prime} \in C h(A), x \neq\right.$
$\left.x^{\prime}, \alpha \in \mathbb{T}\right\}$, where $\mathbb{T}$ is the unit sphere of $\mathbb{C}$. Then the set

$$
d c h(A):=\left\{\left\{x_{1}, x_{2}\right\}: \delta_{x_{1}, x_{2}} \in \operatorname{ext}\left(\mathcal{B}_{A_{d}^{*}}\right)\right\},
$$

introduced without any study in [3], is a nonempty set. Furthermore, $\left\{x_{1}, x_{2}\right\} \in \operatorname{dch}(A)$ if and only if ( $x_{1}, x_{2}$ ) belongs to the Choquet boundary of the linear subspace

$$
A-A:=\left\{h \in C(X \times X): h(x, y)=h_{1}(x)-h_{1}(y), h_{1} \in A\right\}
$$

of $C(X \times X)([14$, Proposition 2.2]). Moreover, we can define

$$
\widetilde{X}:=\left\{x \in \operatorname{Ch}(A): \delta_{x, x^{\prime}} \in \operatorname{ext}\left(\mathcal{B}_{A_{d}^{*}}\right) \text { for some } x^{\prime} \in \operatorname{Ch}(A)\right\} .
$$

Let us note that $\tilde{X}=\left\{x \in C h(A):\left\{x, x^{\prime}\right\} \in \operatorname{dch}(A)\right.$ for some $\left.x^{\prime} \in C h(A)\right\}$.
Finally, let us remark that for a function space $A$ on a compact Hausdorff space $X$, the set $\left\{\delta_{x}: x \in X\right\}$ is not necessarily linearly independent in $\left(A,\|\cdot\|_{\infty}\right)^{*}$, but it is true for function algebras. To see this, assume that $x_{1}, \ldots, x_{n}$ are distinct points in $X$ and $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$ such that $\sum_{i=1}^{n} \alpha_{i} \delta_{x_{i}}=0$ on $A$. Then by applying this equation to a function $f_{i} \in A, i \in\{1, \ldots, n\}$, with $f_{i}\left(x_{i}\right)=1$ and $f_{i}\left(x_{j}\right)=0$ for all $j \in\{1, \ldots, n\} \backslash\{i\}$, we get easily every $\alpha_{i}=0$. Let us note that, the set $\left\{\delta_{x}: x \in X\right\}$ is linearly independent in $\left(A,\|\cdot\|_{\infty}\right)^{*}$ if and only if for any distinct points $x_{1}, \ldots, x_{n} \in X$ there exist functions $f_{1}, \ldots, f_{n} \in A$ as above. We also refer to [14] for more details and to [20] for any concept related to function algebras.

## 3. Diameter preserving mappings

The following is our main result, which can be considered the non-linear version of [14, Theorem 3.1].

Theorem 3.1. Let $A_{i}, i=1,2$, be function spaces on compact spaces $X_{i}$ such that the set $\left\{\delta_{x}\right.$ : $\left.x \in X_{i}\right\}$ is linearly independent in $\left(A_{i},\|\cdot\|_{\infty}\right)^{*}$ and $\operatorname{dch}\left(A_{1}\right)=\left\{\left\{x, x^{\prime}\right\}: x, x^{\prime} \in \widetilde{X_{1}}, x \neq x^{\prime}\right\}$. $A$ (not necessarily linear) surjection $T: A_{1} \rightarrow A_{2}$ is a diameter preserving map if and only if there exist a homeomorphism $\psi: \widetilde{X_{2}} \rightarrow \widetilde{X_{1}}$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: A_{1} \rightarrow \mathbb{C}$ such that either

$$
\begin{gathered}
T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X}_{2}\right), \text { or } \\
T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X}_{2}\right) .
\end{gathered}
$$

Proof. Assume that the surjection $T: A_{1} \rightarrow A_{2}$ has the mentioned representation with $\psi, \lambda, L$ as in the statement above. For $i=1,2$, we recall that

$$
A_{i}-A_{i}=\left\{h \in C\left(X_{i} \times X_{i}\right): h(x, y)=h_{1}(x)-h_{1}(y), h_{1} \in A_{i}\right\} .
$$

Let $f, g \in A_{1}$. Since $C h\left(A_{i}-A_{i}\right)$ is a boundary for $A_{i}-A_{i}$, then there exist $\left\{x, x^{\prime}\right\} \in \operatorname{dch}\left(A_{1}\right)$ and $\left\{y, y^{\prime}\right\} \in d c h\left(A_{2}\right)$ such that $\operatorname{diam}(f-g)=\left|(f-g)(x)-(f-g)\left(x^{\prime}\right)\right|$ and $\operatorname{diam}(T f-T g)=$ $\left|(T f-T g)(y)-(T f-T g)\left(y^{\prime}\right)\right|$. Hence from the representation of $T$ we conclude that

$$
\begin{aligned}
\operatorname{diam}(f-g) & =\left|(f-g)(x)-(f-g)\left(x^{\prime}\right)\right| \\
& =\left|(T f-T g)\left(\psi^{-1}(x)\right)-(T f-T g)\left(\psi^{-1}\left(x^{\prime}\right)\right)\right| \\
& \leq \operatorname{diam}(T f-T g)=\left|(T f-T g)(y)-(T f-T g)\left(y^{\prime}\right)\right| \\
& =\left|(f-g)(\psi(y))-(f-g)\left(\psi\left(y^{\prime}\right)\right)\right| \leq \operatorname{diam}(f-g),
\end{aligned}
$$

which shows that $\operatorname{diam}(f-g)=\operatorname{diam}(T f-T g)$.

We next prove the converse through several steps. Let us first introduce the following map

$$
\left\{\begin{array}{c}
T_{d}: A_{1 d} \rightarrow A_{2 d} \\
T_{d}(\pi(f))=\pi(T f)
\end{array}\right.
$$

which is a surjective isometry under the diameter norm, i.e., $\left\|T_{d}(\pi(f))-T_{d}(\pi(g))\right\|_{d}=\|\pi(f)-\pi(g)\|_{d}$ for all $f, g \in A_{1}$, since $\operatorname{diam}(f-g)=\operatorname{diam}(T f-T g)$ for all $f, g \in A_{1}$. Based on $T_{d}$, we can define the map $\widetilde{T}_{d}:=T_{d}-T_{d}(\pi(0))$.

Step 1. $\widetilde{T}_{d}: A_{1 d} \rightarrow A_{2 d}$ is a surjective real-linear isometry with respect to the diameter norm.
By the Mazur-Ulam theorem ([21]), we can deduce that $\widetilde{T}_{d}=T_{d}-T_{d}(\pi(0))$ is a surjective reallinear isometry with respect to the diameter norm.

In the sequel we assume that the spaces $A_{1}$ and $A_{2}$ consist of complex-valued functions. The argument for real-valued case is similar and even simpler.

Step 2. There exists a surjective real-linear isometry $T_{*}: A_{2 d}^{*} \rightarrow A_{1 d}^{*}$ such that

$$
\operatorname{Re}\left(\mathrm{T}_{*} \Lambda\right)(\pi(\mathrm{f}))=\operatorname{Re} \Lambda\left(\widetilde{\mathrm{T}}_{\mathrm{d}}(\pi(\mathrm{f}))\right) \quad\left(\mathrm{f} \in \mathrm{~A}_{1}, \Lambda \in \mathrm{~A}_{2 \mathrm{~d}}^{*}\right)
$$

If $\widetilde{T}_{d}$ is a complex-linear, we let $T_{*}$ be the adjoint operator $\widetilde{T}_{d}^{*}$ of $\widetilde{T}_{d}$, from $A_{2 d}^{*}$ onto $A_{1 d}^{*}$, which is a complex-linear isometry such that $\left(\widetilde{T}_{d}^{*} \Lambda\right)(\pi(f))=\Lambda\left(\widetilde{T}_{d}(\pi(f))\right)$ for all $f \in A_{1}$ and $\Lambda \in A_{2 d}^{*}$. Now suppose that $\widetilde{T}_{d}$ is just real-linear. According to [19, Lemma 3.1], there exists a real-linear isometry $T_{*}$ from $A_{2 d}^{*}$ onto $A_{1 d}^{*}$ satisfying the mentioned property.

Step 3. Let $\left\{y, y^{\prime}\right\} \in \operatorname{dch}\left(A_{2}\right)$. Then either $T_{*}\left(i \delta_{y, y^{\prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime}}\right)$ or $T_{*}\left(i \delta_{y, y^{\prime}}\right)=-i T_{*}\left(\delta_{y, y^{\prime}}\right)$.

Since $T_{*}: A_{2 d}^{*} \rightarrow A_{1 d}^{*}$ is a real-linear bijective isometry, we infer that $T_{*}\left(\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)\right)=\operatorname{ext}\left(\mathcal{B}_{A_{1 d}^{*}}\right)$. Then there exist $\alpha, \alpha^{\prime} \in \mathbb{T}$ and $\left\{x, x^{\prime}\right\},\left\{x_{1}, x_{1}^{\prime}\right\} \in d c h\left(A_{1}\right)$ such that $T_{*}\left(\delta_{y, y^{\prime}}\right)=\alpha \delta_{x, x^{\prime}}$ and $T_{*}\left(i \delta_{y, y^{\prime}}\right)=\alpha^{\prime} \delta_{x_{1}, x_{1}^{\prime}}$. Let us assume, with no loss of generality, that the order of appearance of the common points of $C h\left(A_{1}\right)$ in $\alpha \delta_{x, x^{\prime}}$ and $\alpha^{\prime} \delta_{x_{1}, x_{1}^{\prime}}$ (if there exist) is the same. It is apparent that $\left(\frac{1}{\sqrt{2}}+\frac{i}{\sqrt{2}}\right) \delta_{y, y^{\prime}} \in \operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)$ and so $T_{*}\left(\left(\frac{1}{\sqrt{2}}+\frac{i}{\sqrt{2}}\right) \delta_{y, y^{\prime}}\right) \in \operatorname{ext}\left(\mathcal{B}_{A_{1 d}^{*}}\right)$. Hence $T_{*}\left(\left(\frac{1}{\sqrt{2}}+\frac{i}{\sqrt{2}}\right) \delta_{y, y^{\prime}}\right)=$ $\alpha^{\prime \prime} \delta_{x_{2}, x_{2}^{\prime}}$ for some $\alpha^{\prime \prime} \in \mathbb{T}$ and $\left\{x_{2}, x_{2}^{\prime}\right\} \in d c h\left(A_{1}\right)$. On the other hand, from the real-linearity of $T_{*}$,

$$
T_{*}\left(\left(\frac{1}{\sqrt{2}}+\frac{i}{\sqrt{2}}\right) \delta_{y, y^{\prime}}\right)=\frac{1}{\sqrt{2}} T_{*}\left(\delta_{y, y^{\prime}}\right)+\frac{1}{\sqrt{2}} T_{*}\left(i \delta_{y, y^{\prime}}\right)
$$

Hence $\alpha^{\prime \prime} \delta_{x_{2}, x_{2}^{\prime}}=\frac{1}{\sqrt{2}} \alpha \delta_{x, x^{\prime}}+\frac{1}{\sqrt{2}} \alpha^{\prime} \delta_{x_{1}, x_{1}^{\prime}}$. Now since the set $\left\{\delta_{x}: x \in X_{1}\right\}$ is linearly independent in $\left(A_{1},\|\cdot\|_{\infty}\right)^{*}$, it is not difficult to conclude that $\left\{x, x^{\prime}\right\}=\left\{x_{1}, x_{1}^{\prime}\right\}=\left\{x_{2}, x_{2}^{\prime}\right\}$. Moreover we have either $\alpha^{\prime \prime}-\frac{1}{\sqrt{2}} \alpha-\frac{1}{\sqrt{2}} \alpha^{\prime}=0$ or $\alpha^{\prime \prime}+\frac{1}{\sqrt{2}} \alpha+\frac{1}{\sqrt{2}} \alpha^{\prime}=0$. Setting $\alpha=a+i b$ and $\alpha^{\prime}=a^{\prime}+i b^{\prime}$, where $a, a^{\prime}, b, b^{\prime} \in \mathbb{R}$, we have

$$
\left(\frac{a}{\sqrt{2}}+\frac{a^{\prime}}{\sqrt{2}}\right)^{2}+\left(\frac{b}{\sqrt{2}}+\frac{b^{\prime}}{\sqrt{2}}\right)^{2}=1
$$

which yields $a a^{\prime}+b b^{\prime}=0$. Thus, $\operatorname{Re}\left(\alpha^{\prime} \bar{\alpha}\right)=0$ and so $\alpha^{\prime} \bar{\alpha}=i$ or $\alpha^{\prime} \bar{\alpha}=-i$, since $\alpha \alpha^{\prime} \in \mathbb{T}$. Therefore, we have either $T_{*}\left(i \delta_{y, y^{\prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime}}\right)$, or $T_{*}\left(i \delta_{y, y^{\prime}}\right)=-i T_{*}\left(\delta_{y, y^{\prime}}\right)$.

Step 4. $\Phi: d \operatorname{ch}\left(A_{1}\right) \rightarrow d \operatorname{ch}\left(A_{2}\right)$ defined by $\Phi\left\{x_{1}, x_{2}\right\}:=\operatorname{supp}\left(T_{*}^{-1}\left(\delta_{x_{1}, x_{2}}\right)\right)$ is a bijective map.
We first note that $\Phi$ is well-defined since $T_{*}^{-1}\left(\operatorname{ext}\left(\mathcal{B}_{A_{1 d}^{*}}\right)\right)=\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)$. If $\left\{x_{1}, x_{2}\right\}$ and $\left\{x_{3}, x_{4}\right\}$ are distinct elements of $d c h\left(A_{1}\right)$ such that $\Phi\left\{x_{1}, x_{2}\right\}=\Phi\left\{x_{3}, x_{4}\right\}$, then there exist $\left\{y_{1}, y_{2}\right\} \in d c h\left(A_{2}\right)$, $\beta_{1}, \beta_{2} \in \mathbb{T}$ such that $T_{*}^{-1}\left(\delta_{x_{1}, x_{2}}\right)=\beta_{1} \delta_{y_{1}, y_{2}}$ and $T_{*}^{-1}\left(\delta_{x_{3}, x_{4}}\right)=\beta_{2} \delta_{y_{1}, y_{2}}$. Thus, $\delta_{x_{1}, x_{2}}=T_{*}\left(\beta_{1} \delta_{y_{1}, y_{2}}\right)$ and $\delta_{x_{3}, x_{4}}=T_{*}\left(\beta_{2} \delta_{y_{1}, y_{2}}\right)$. Now applying Step 3, and from the real-linearity of $T_{*}$, it follows that either $\delta_{x_{1}, x_{2}}=\beta_{1} T_{*}\left(\delta_{y_{1}, y_{2}}\right)$ or $\delta_{x_{1}, x_{2}}=\bar{\beta}_{1} T_{*}\left(\delta_{y_{1}, y_{2}}\right)$, and also either $\delta_{x_{3}, x_{4}}=\beta_{2} T_{*}\left(\delta_{y_{1}, y_{2}}\right)$ or $\delta_{x_{3}, x_{4}}=$ $\bar{\beta}_{2} T_{*}\left(\delta_{y_{1}, y_{2}}\right)$. Then, $\alpha \delta_{x_{1}, x_{2}}+\alpha^{\prime} \delta_{x_{3}, x_{4}}=0$ for some $\alpha, \alpha^{\prime} \in \mathbb{T}$, which contradicts the fact that the set $\left\{\delta_{x}: x \in X_{1}\right\}$ is linearly independent in $\left(A_{1},\|\cdot\|_{\infty}\right)^{*}$. Therefore, $\Phi$ is injective. The surjectivity of $\Phi$ is easily obtained since $T_{*}\left(\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)\right)=\operatorname{ext}\left(\mathcal{B}_{A_{1 d}^{*}}\right)$.

Step 5. There exists an injective map $\varphi: \widetilde{X_{1}} \rightarrow C h\left(A_{2}\right)$ and a scalar $\beta \in \mathbb{T}$ such that for each $x, x^{\prime} \in \widetilde{X_{1}}, T_{*}^{-1}\left(\delta_{x, x^{\prime}}\right)=\beta \delta_{\varphi(x), \varphi\left(x^{\prime}\right)}$.

If $\operatorname{card}\left(\widetilde{X_{1}}\right)=2$, then there is only one point in $d c h\left(A_{1}\right)$ and the claim is proved easily. So let us suppose that $\operatorname{card}\left(\widetilde{X_{1}}\right)>2$. In this case we divide the proof into three parts as follows:
(i) Let $x \in \widetilde{X_{1}}$. We shall next show that for each pair of different points $x_{1}, x_{2} \in C h\left(A_{1}\right)$ distinct from $x$ and such that $\left\{x_{1}, x\right\},\left\{x, x_{2}\right\} \in d \operatorname{ch}\left(A_{1}\right)$, which exists because $d c h\left(A_{1}\right)=\left\{\left\{x, x^{\prime}\right\}: x, x^{\prime} \in\right.$ $\left.\widetilde{X_{1}}, x \neq x^{\prime}\right\}$, we have $\operatorname{card}\left(\Phi\left\{x_{1}, x\right\} \cap \Phi\left\{x_{2}, x\right\}\right)=1$.

It is apparent, due to the injectivity of $\Phi$, that $\operatorname{card}\left(\Phi\left\{x_{1}, x\right\} \cap \Phi\left\{x_{2}, x\right\}\right) \neq 2$. Therefore, let us suppose that $\operatorname{card}\left(\Phi\left\{x_{1}, x\right\} \cap \Phi\left\{x_{2}, x\right\}\right)=0$. By the assumption, $T_{*}^{-1}\left(\delta_{x_{1}, x_{2}}\right)=T_{*}^{-1}\left(\delta_{x_{1}, x}\right)+$ $T_{*}^{-1}\left(\delta_{x, x_{2}}\right) \in T_{*}^{-1}\left(\operatorname{ext}\left(\mathcal{B}_{A_{1 d}^{*}}\right)\right)=\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)$. Then, since $\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)$ is included in the set $\left\{\alpha \delta_{y, y^{\prime}}\right.$ : $\left.y, y^{\prime} \in C h\left(A_{2}\right), y \neq y^{\prime}, \alpha \in \mathbb{T}\right\}$, it follows that there exists a nonzero linear combination in $\left\{\delta_{y}: y \in\right.$ $\left.X_{2}\right\}$, a contradiction. This argument yields that $\operatorname{card}\left(\Phi\left\{x_{1}, x\right\} \cap \Phi\left\{x_{2}, x\right\}\right)=1$.

We denote the unique point in the intersection $\Phi\left\{x_{1}, x\right\} \cap \Phi\left\{x_{2}, x\right\}$ by $\varphi(x)$. Next, it is shown that $\varphi(x)$ does not depend on the choice of the points $x_{1}, x_{2}$.
(ii) We prove that $\varphi(x) \in \Phi\left\{x, x^{\prime}\right\}$ for each $x^{\prime} \in C h\left(A_{1}\right)$ such that $\left\{x, x^{\prime}\right\} \in \operatorname{dch}\left(A_{1}\right)$.

Contrary to what we claim, assume that there exists $x_{3} \in C h\left(A_{1}\right) \backslash\left\{x, x_{1}, x_{2}\right\}$ such that $\varphi(x)$ does not belong to $\Phi\left\{x, x_{3}\right\}$. Reasoning as in the above paragraph and since the set $\left\{\delta_{y}: y \in X_{2}\right\}$ is linearly independent in $\left(A_{2},\|\cdot\|_{\infty}\right)^{*}$, we can conclude that there exist distinct points $y_{1}, y_{2} \in C h\left(A_{2}\right) \backslash$ $\{\varphi(x)\}$ with $\Phi\left\{x_{1}, x\right\}=\left\{\varphi(x), y_{1}\right\}, \Phi\left\{x_{2}, x\right\}=\left\{\varphi(x), y_{2}\right\}$ and $\Phi\left\{x_{3}, x\right\}=\left\{y_{1}, y_{2}\right\}$. Furthermore,

$$
T_{*}^{-1}\left(\delta_{x_{1}}-\delta_{x_{2}}\right)=T_{*}^{-1}\left(\delta_{x_{1}, x}\right)+T_{*}^{-1}\left(\delta_{x, x_{2}}\right)=\beta \delta_{y_{1}, y_{2}}
$$

for some $\beta \in \mathbb{T}$. Then $\Phi\left\{x_{1}, x_{2}\right\}=\left\{y_{1}, y_{2}\right\}$, which contradicts the injectivity of $\Phi$.
From the above argument we can define $\varphi: \widetilde{X_{1}} \rightarrow C h\left(A_{2}\right)$ as the map assigning to each $x \in \widetilde{X_{1}}$ the unique point $\varphi(x)$. Furthermore, taking into account the injectivity of $T_{*}^{-1}$, it is easily seen that $\varphi$ is an injective map.
(iii) There is a unique scalar $\beta \in \mathbb{T}$ such that for each $x, x^{\prime} \in \widetilde{X_{1}}, T_{*}^{-1}\left(\delta_{x, x^{\prime}}\right)=\beta \delta_{\varphi(x), \varphi\left(x^{\prime}\right)}$.

Assume that $x, x^{\prime}, x^{\prime \prime}$ are distinct points in $\widetilde{X_{1}}$. From the equation $T_{*}^{-1}\left(\operatorname{ext}\left(\mathcal{B}_{A_{1 d}^{*}}\right)\right)=\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)$ and the above discussion, there exist scalars $\beta, \beta^{\prime}, \beta^{\prime \prime} \in \mathbb{T}$ such that $T_{*}^{-1}\left(\delta_{x, x^{\prime}}\right)=\beta \delta_{\varphi(x), \varphi\left(x^{\prime}\right)}$, $T_{*}^{-1}\left(\delta_{x, x^{\prime \prime}}\right)=\beta^{\prime} \delta_{\varphi(x), \varphi\left(x^{\prime \prime}\right)}$, and $T_{*}^{-1}\left(\delta_{x^{\prime \prime}, x^{\prime}}\right)=\beta^{\prime \prime} \delta_{\varphi\left(x^{\prime \prime}\right), \varphi\left(x^{\prime}\right)}$. Then since $T_{*}^{-1}\left(\delta_{x^{\prime \prime}, x^{\prime}}\right)=T_{*}^{-1}\left(\delta_{x, x^{\prime}}\right)-$ $T_{*}^{-1}\left(\delta_{x, x^{\prime \prime}}\right)$, we have

$$
\beta^{\prime \prime} \delta_{\varphi\left(x^{\prime \prime}\right), \varphi\left(x^{\prime}\right)}=\beta \delta_{\varphi(x), \varphi\left(x^{\prime}\right)}-\beta^{\prime} \delta_{\varphi(x), \varphi\left(x^{\prime \prime}\right)}
$$

Taking into account that the set $\left\{\delta_{y}: y \in X_{2}\right\}$ is linearly independent, we may choose $f \in A_{2}$ such that $f(\varphi(x))=1$ and $f\left(\varphi\left(x^{\prime}\right)\right)=f\left(\varphi\left(x^{\prime \prime}\right)\right)=0$. Next, from evaluating the latter equation at the function $f$, it follows that $\beta=\beta^{\prime}=\beta^{\prime \prime}$. Now, we can get (iii) immediately.

It is not difficult to see that $\varphi\left(\widetilde{X_{1}}\right)=\widetilde{X_{2}}$. Now let $\psi:=\varphi^{-1}: \widetilde{X_{2}} \rightarrow \widetilde{X_{1}}$, which is a bijective map such that $T_{*}\left(\beta \delta_{y, y^{\prime}}\right)=\delta_{\psi(y), \psi\left(y^{\prime}\right)}$ for all $y, y^{\prime} \in \widetilde{X_{2}}$.

Step 6. Let $y \in \widetilde{X_{2}}$. Then either $T_{*}\left(i \delta_{y, y^{\prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime}}\right)$ for all $y^{\prime} \in \widetilde{X_{2}}$, or $T_{*}\left(i \delta_{y, y^{\prime}}\right)=$ $-i T_{*}\left(\delta_{y, y^{\prime}}\right)$ for all $y^{\prime} \in \widetilde{X_{2}}$.

Take $y^{\prime} \in \widetilde{X_{2}}$ such that $T_{*}\left(i \delta_{y, y^{\prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime}}\right)$. Clearly, we may assume that $y^{\prime} \neq y$. We claim that for a given $y^{\prime \prime} \in \widetilde{X_{2}}, T_{*}\left(i \delta_{y, y^{\prime \prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime \prime}}\right)$. Suppose, contrary to what we claim, that
$T_{*}\left(i \delta_{y, y^{\prime \prime}}\right) \neq i T_{*}\left(\delta_{y, y^{\prime \prime}}\right)$. Hence $T_{*}\left(i \delta_{y, y^{\prime \prime}}\right)=-i T_{*}\left(\delta_{y, y^{\prime \prime}}\right)$, by Step 3, and thus

$$
T_{*}\left(i \delta_{y^{\prime \prime}, y^{\prime}}\right)=T_{*}\left(i \delta_{y, y^{\prime}}-i \delta_{y, y^{\prime \prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime}}\right)+i T_{*}\left(\delta_{y, y^{\prime \prime}}\right)=i T_{*}\left(\delta_{y, y^{\prime}}+\delta_{y, y^{\prime \prime}}\right) .
$$

On the other hand, again from Step $3, T_{*}\left(i \delta_{y^{\prime \prime}, y^{\prime}}\right)= \pm i T_{*}\left(\delta_{y^{\prime \prime}, y^{\prime}}\right)$ and from the injectivity of $T_{*}$, we conclude that either

$$
\begin{aligned}
& \delta_{y^{\prime \prime}, y^{\prime}}=\delta_{y, y^{\prime}}+\delta_{y, y^{\prime \prime}}, \text { or } \\
& -\delta_{y^{\prime \prime}, y^{\prime}}=\delta_{y, y^{\prime}}+\delta_{y, y^{\prime \prime}} .
\end{aligned}
$$

Hence, $\delta_{y^{\prime \prime}}=\delta_{y}$, or $\delta_{y^{\prime}}=\delta_{y}$, which is impossible since $A_{2}$ separates the points of $X_{2}$. The second case can be treated similarly.

Step 7. There exist $\lambda \in \mathbb{T}$ and a functional $L$ on $A_{1}$ such that either we have

$$
\begin{gathered}
T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X}_{2}\right), \text { or } \\
T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X}_{2}\right) .
\end{gathered}
$$

Given $y, y^{\prime} \in \widetilde{X_{2}}$, from Step 5, we have $T_{*}\left(\beta \delta_{y, y^{\prime}}\right)=\delta_{\psi(y), \psi\left(y^{\prime}\right)}$. Setting $\beta=a+i b(a, b \in \mathbb{R})$, from the real-linearity of $T_{*}$ we get

$$
\delta_{\psi(y), \psi\left(y^{\prime}\right)}=T_{*}\left(\beta \delta_{y, y^{\prime}}\right)=a T_{*}\left(\delta_{y, y^{\prime}}\right)+b T_{*}\left(i \delta_{y, y^{\prime}}\right) .
$$

Hence, according to the previous step, one of the following two cases holds:

$$
\begin{cases}\beta T_{*}\left(\delta_{y, y^{\prime}}\right)=\delta_{\psi(y), \psi\left(y^{\prime}\right)} & \left(y, y^{\prime} \in \widetilde{X_{2}}\right), \text { or }, \\ \bar{\beta} T_{*}\left(\delta_{y, y^{\prime}}\right)=\delta_{\psi(y), \psi\left(y^{\prime}\right)} & \left(y, y^{\prime} \in \widetilde{X_{2}}\right) .\end{cases}
$$

Assume that we are in the first case. If $f \in A_{1}, y, y^{\prime} \in \widetilde{X_{2}}$, then from Step 2 we deduce that

$$
\begin{aligned}
\operatorname{Re}\left(T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)\right) & =\operatorname{Re}\left(\delta_{y, y^{\prime}} \widetilde{T}_{d}(\pi(f))\right)=\operatorname{Re}\left(T_{*} \delta_{y, y^{\prime}}(\pi(f))\right) \\
& =\operatorname{Re}\left(\bar{\beta} \delta_{\psi(y), \psi\left(y^{\prime}\right)}(\pi(f))\right) \\
& =\operatorname{Re}\left(\bar{\beta}\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right)\right),
\end{aligned}
$$

moreover,

$$
\begin{aligned}
\operatorname{Im}\left(T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)\right) & =-\operatorname{Re}\left(i\left(T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)\right)\right) \\
& =-\operatorname{Re}\left(i \delta_{y, y^{\prime}} \widetilde{T}_{d}(\pi(f))\right)=-\operatorname{Re}\left(i T_{*} \delta_{y, y^{\prime}}(\pi(f))\right) \\
& =-\operatorname{Re}\left(i \bar{\beta} \delta_{\psi(y), \psi\left(y^{\prime}\right)}(\pi(f))\right)=-\operatorname{Re}\left(i \bar{\beta}\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right)\right) \\
& =\operatorname{Im}\left(\bar{\beta}\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right)\right),
\end{aligned}
$$

and consequently,

$$
T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)=\bar{\beta}\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right) .
$$

Similarly, in the second case, if $f \in A_{1}, y, y^{\prime} \in \widetilde{X_{2}}$, then we get

$$
\begin{aligned}
\operatorname{Re}\left(T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)\right) & =\operatorname{Re}\left(\delta_{y, y^{\prime}} \widetilde{T}_{d}(\pi(f))\right)=\operatorname{Re}\left(T_{*} \delta_{y, y^{\prime}}(\pi(f))\right) \\
& =\operatorname{Re}\left(\beta \delta_{\psi(y), \psi\left(y^{\prime}\right)}(\pi(f))\right) \\
& =\operatorname{Re}\left(\beta\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right)\right) .
\end{aligned}
$$

Furthermore, from Steps 2 and 6 , we infer that

$$
\begin{aligned}
\operatorname{Im}\left(T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)\right) & =-\operatorname{Re}\left(i\left(T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)\right)\right) \\
& =-\operatorname{Re}\left(i \delta_{y, y^{\prime}} \widetilde{T}_{d}(\pi(f))\right)=-\operatorname{Re}\left(T_{*}\left(i \delta_{y, y^{\prime}}\right)(\pi(f))\right) \\
& =-\operatorname{Re}\left(-i T_{*} \delta_{y, y^{\prime}}(\pi(f))\right) \\
& =-\operatorname{Re}\left(-i \beta \delta_{\psi(y), \psi\left(y^{\prime}\right)}(\pi(f))\right)=-\operatorname{Re}\left(-i \beta\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right)\right) \\
& =-\operatorname{Im}\left(\beta\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right)\right),
\end{aligned}
$$

and so

$$
T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)=\bar{\beta}\left(\overline{f(\psi(y))}-\overline{f\left(\psi\left(y^{\prime}\right)\right)}\right) .
$$

Setting $\lambda:=\bar{\beta}$ we get $\lambda \in \mathbb{T}$ and one of the following cases holds:

$$
\begin{gathered}
T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)=\lambda\left(f(\psi(y))-f\left(\psi\left(y^{\prime}\right)\right)\right) \quad\left(f \in A_{1}, y, y^{\prime} \in \widetilde{X_{2}}\right), \text { or } \\
T f(y)-T f\left(y^{\prime}\right)-T 0(y)+T 0\left(y^{\prime}\right)=\lambda\left(\overline{f(\psi(y))}-\overline{f\left(\psi\left(y^{\prime}\right)\right)}\right) \quad\left(f \in A_{1}, y, y^{\prime} \in \widetilde{X_{2}}\right) .
\end{gathered}
$$

Next, define a functional $L: A_{1} \rightarrow \mathbb{C}$ as follows

$$
L(f)=T f\left(y^{\prime}\right)-T 0\left(y^{\prime}\right)-\lambda f\left(\psi\left(y^{\prime}\right)\right)^{\star} \quad\left(f \in A_{1}\right),
$$

where $y^{\prime}$ is an arbitrary element in $\widetilde{X_{2}}$ and $f\left(\psi\left(y^{\prime}\right)\right)^{\star}=f\left(\psi\left(y^{\prime}\right)\right)$ in the first case, and $f\left(\psi\left(y^{\prime}\right)\right)^{\star}=$ $\overline{f\left(\psi\left(y^{\prime}\right)\right)}$ in the second case. From the recent relations, it is easily seen that $L$ is well-defined. Finally, we derive that either

$$
\begin{gathered}
T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X_{2}}\right), \text { or } \\
T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X_{2}}\right) .
\end{gathered}
$$

Step 8. $\psi$ is a homeomorphism.
Let $y_{0} \in \widetilde{X_{2}}$ and $\left(y_{i}\right)_{i}$ be a net in $\widetilde{X_{2}}$ convergent to $y_{0}$. Since $X_{1}$ is compact, passing to a subnet we can assume, without loss of generality, that there exists $x_{0} \in X_{1}$ such that $\left(\psi\left(y_{i}\right)\right)_{i} \rightarrow x_{0}$. It is enough to show that $x_{0}=\psi\left(y_{0}\right)$. Contrary to what we claim, let us suppose that $x_{0} \neq \psi\left(y_{0}\right)$. Then
there is a neighborhood $U$ of $\psi\left(y_{0}\right)$ such that $x_{0} \in X_{1} \backslash U$. Take $u \in C\left(X_{1}\right)$ with $0 \leq u \leq 1$ on $X_{1}$, $u\left(\psi\left(y_{0}\right)\right)=1$ and $u=0$ on $X_{1} \backslash U$. Since $\psi\left(y_{0}\right) \in C h\left(A_{1}\right)$, from [14, Lemma 2.3] it follows that $\sup \left\{\operatorname{Re} h\left(\psi\left(y_{0}\right)\right): h \in \overline{A_{1}}, \operatorname{Re} h \leq u\right\}=1$. Hence, it is not difficult to see that $\sup \left\{\operatorname{Re} h\left(\psi\left(y_{0}\right)\right): h \in\right.$ $\left.A_{1}, \operatorname{Re} h \leq u\right\}=1$. Then there exists $h \in A_{1}$ with $\operatorname{Re} h \leq u$ and $\operatorname{Re} h\left(\psi\left(y_{0}\right)\right)>\frac{3}{4}$. We can consider $i_{0}$ such that, for all $i \geq i_{0},\left|T h\left(y_{i}\right)-T 0\left(y_{i}\right)+T 0\left(y_{0}\right)-T h\left(y_{0}\right)\right|<\frac{1}{4}$. On the other hand, since

$$
\begin{aligned}
\lim _{i \rightarrow \infty}\left|T h\left(y_{i}\right)-T 0\left(y_{i}\right)-T h\left(y_{0}\right)+T 0\left(y_{0}\right)\right| & =\lim _{i \rightarrow \infty}\left|h\left(\psi\left(y_{i}\right)\right)-h\left(\psi\left(y_{0}\right)\right)\right| \\
& =\left|h\left(x_{0}\right)-h\left(\psi\left(y_{0}\right)\right)\right| \\
& \geq \operatorname{Reh}\left(\psi\left(y_{0}\right)\right)-\operatorname{Reh}\left(x_{0}\right) \geq \frac{3}{4}
\end{aligned}
$$

then, for a sufficiently large index $i,\left|T h\left(y_{i}\right)-T 0\left(y_{i}\right)-T h\left(y_{0}\right)+T 0\left(y_{0}\right)\right| \geq \frac{1}{4}$ and this contradicts the continuity of the function $T h-T 0$. This argument implies that $x_{0}=\psi\left(y_{0}\right)$ and so $\psi$ is continuous.

Similarly, we prove that $\varphi\left(\psi^{-1}\right)$ is continuous. Suppose, on the contrary, that $\left(x_{i}\right)_{i}$ is a net in $\widetilde{X_{1}}$ convergent to $x_{0} \in \widetilde{X_{1}}$ such that $\left(\varphi\left(x_{i}\right)\right)_{i}$ converges to $y_{0}$ in $X_{2}$ and $y_{0} \neq \varphi\left(x_{0}\right)$. Let $V$ be a neighborhood of $\varphi\left(x_{0}\right)$ with $y_{0} \in X_{2} \backslash V$. As above, since $\varphi\left(x_{0}\right) \in C h\left(A_{2}\right)$, we can choose $k \in A_{2}$ with $\operatorname{Re} k\left(\varphi\left(x_{0}\right)\right)>\frac{3}{4}$ and $\operatorname{Re} k \leq 0$ on $X_{2} \backslash V$. Then taking $h^{\prime} \in A_{1}$ such that $T h^{\prime}=k+T 0$, from

$$
\begin{aligned}
\lim _{i}\left|h^{\prime}\left(x_{i}\right)-h^{\prime}\left(x_{0}\right)\right| & =\lim _{i}\left|k\left(y_{0}\right)-k\left(\varphi\left(x_{0}\right)\right)\right|=\left|k\left(\varphi\left(x_{i}\right)\right)-k\left(\varphi\left(x_{0}\right)\right)\right| \\
& \geq \operatorname{Re} k\left(\varphi\left(y_{0}\right)\right)-\operatorname{Re} k\left(y_{0}\right) \geq \frac{3}{4}
\end{aligned}
$$

we get a contradiction with the continuity of $h^{\prime}$. Therefore, $\psi$ is a homeomorphism.

Remark 3.2. (1) It is worth mentioning that in the above result, according to [14, Remark 3.2 (2)], the assumptions that the evaluation functionals are linearly independent and $d \operatorname{ch}\left(A_{1}\right)=\left\{\left\{x, x^{\prime}\right\}\right.$ : $\left.x, x^{\prime} \in \widetilde{X_{1}}, x \neq x^{\prime}\right\}$ cannot be removed.
(2) Note that the existence of the homeomorphism $\psi: \widetilde{X_{2}} \rightarrow \widetilde{X_{1}}$ implies that $A_{2}$ also satisfies the condition that $d \operatorname{ch}\left(A_{2}\right)=\left\{\left\{x, x^{\prime}\right\}: x, x^{\prime} \in \widetilde{X_{2}}, x \neq x^{\prime}\right\}$. In other words, $\operatorname{ext}\left(\mathcal{B}_{A_{2 d}^{*}}\right)=\left\{\alpha \delta_{x, x^{\prime}}\right.$ : $\left.x, x^{\prime} \in \widetilde{X_{2}}, x \neq x^{\prime}, \alpha \in \mathbb{T}\right\}$.
(3) It is worth pointing out that if $T$ is assumed to be complex-linear (resp. real-linear) in Theorem 3.1, then $L$ is complex-linear (resp. real-linear) too and we have either

$$
\begin{gathered}
T f(y)=\lambda f(\psi(y))+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X_{2}}\right), \text { or } \\
T f(y)=\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in A_{1}, y \in \widetilde{X_{2}}\right)
\end{gathered}
$$

We also note that in the complex-linear case, just the first situation happens. So, Theorem 3.1 is a generalization of most of the known results in the category of linear diameter preservers.
(4) We would like to remark that our Theorem 3.1 includes all results in [16] with different techniques. Indeed, the main result of [16], which is a particular case of Theorem 3.1, is as follows. Let $A_{1}$ be a dense function space in $C\left(X_{1}\right)$ and $A_{2}$ be a function space such that the evaluation functionals are linearly independent. If $T: A_{1} \rightarrow A_{2}$ is a diameter preserving, then there exist a subset $X_{0}$ of $X_{2}$, a continuous bijection $\psi: X_{0} \rightarrow X_{1}$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: A_{1} \rightarrow \mathbb{C}$ such that either

$$
\begin{gathered}
T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \quad\left(f \in A_{1}, y \in X_{0}\right), \text { or } \\
T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in A_{1}, y \in X_{0}\right)
\end{gathered}
$$

It should be noted, according to Theorem 3.1, that the set $X_{0}$ is explicitly declared as the non-empty set $\widetilde{X_{2}}$, and the bijection $\psi$ is not only continuous but it is also a homeomorphism. Meantime, according to our result, the assumption of the regularity of $A_{1}$ is redundant in [16, Corollary 3.3] even in the lack of the complex-linearity of $T$.

Next we provide some interesting consequences of the main theorem. Let us first recall that a function algebra $A$ on $X$ is a Banach function algebra on $X$ if it is a Banach algebra with respect to a certain norm. For a Banach function algebra $A$ and $f \in A$, we denote the maximal ideal space of $A$ and the Gelfand transform of $f$ by $M_{A}$ and $\hat{f}$, respectively. The following result is a generalization of $[8$, Theorem 3.1].

Corollary 3.3. (1) Let $A_{i}, i=1,2$, be complex function algebras on compact spaces $X_{i}$ such that $d c h\left(A_{i}\right)=\left\{\left\{x_{1}, x_{2}\right\}: x_{1}, x_{2} \in C h\left(A_{i}\right), x_{1} \neq x_{2}\right\}$. If $T: A_{1} \rightarrow A_{2}$ is a (not necessarily linear) diameter preserving surjection, then there are a homeomorphism $\psi: C h\left(A_{2}\right) \rightarrow C h\left(A_{1}\right)$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: A_{1} \rightarrow \mathbb{C}$ such that either $T f(y)=T 0(y)+\lambda f(\psi(y))+L(f)$ for all $f \in A_{1}$ and $y \in C h\left(A_{2}\right)$, or $T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f)$ for all $f \in A_{1}$ and $y \in C h\left(A_{2}\right)$.
(2) If $A_{1}$ and $A_{2}$ are Banach function algebras in (1), then $\psi$ can be extended to a homeomorphism $\tilde{\psi}$ from $M_{A_{2}}$ onto $M_{A_{1}}$ such that we have either $\hat{T f}=\hat{T} 0+\lambda \hat{f} \circ \tilde{\psi}+L(f)$ for all $f \in A_{1}$ on $M_{A_{2}}$, or $\hat{T f}=\hat{T 0}+\lambda \hat{\hat{f} \circ \tilde{\psi}}+L(f)$ for all $f \in A_{1}$ on $M_{A_{2}}$.

Proof. (1) Clearly, $\widetilde{X}_{i}=C h\left(A_{i}\right)(i=1,2)$, and the result is a straightforward consequence of Theorem 3.1.
(2) By (1), there are a homeomorphism from $C h\left(A_{2}\right)$ onto $C h\left(A_{1}\right)$, a scalar $\lambda \in \mathbb{T}$, and a functional $L: A_{1} \rightarrow \mathbb{C}$ such that one of the following two cases will happen:

$$
\begin{array}{cc}
\text { Case(i). } & T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \\
\text { Case(ii). } & \left(f \in A_{1}, y \in C h\left(A_{2}\right)\right) \\
& T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \\
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\end{array} \quad\left(f \in A_{1}, y \in C h\left(A_{2}\right)\right) .
$$

Since $C h\left(A_{2}\right)$ is a boundary for $A_{2}$, then for each $f \in A_{1}$ there is a unique element $g_{f} \in A_{2}$ such that on $C h\left(A_{2}\right)$ we have $g_{f}=f \circ \psi$ and $g_{f}=\overline{f \circ \psi}$, respectively, in Case (i) and Case (ii). Hence by this argument, we can define a map $S: A_{1} \rightarrow A_{2}$ by $S f=g_{f}$, and it is easily seen that $S$ is a real-algebra isomorphism. Moreover, from the representation of $T$ and the fact that the Choquet boundary is indeed a boundary, it follows that $T f=T 0+\lambda S f+L(f)$ for all $f \in A_{1}$. Now $\psi$ can be extended to a function $\tilde{\psi}: M_{A_{2}} \longrightarrow M_{A_{1}}$ in this way that for every $y \in M_{A_{2}}, \tilde{\psi}(y)$ is a member in $M_{A_{1}}$ defined by

$$
\begin{aligned}
& \text { Case(i). } \quad \tilde{\psi}(y)(f)=\hat{S f}(y) \quad\left(f \in A_{1}\right), \\
& \text { Case(ii). } \quad \tilde{\psi}(y)(f)=\hat{\hat{S f}(y)} \quad\left(f \in A_{1}\right) .
\end{aligned}
$$

It it is easily proved that $\tilde{\psi}$ is a homeomorphism and for each $f \in A_{1}$ and $y \in M_{A_{2}}$ we have either

$$
\hat{T f}(y)=y(T f)=y(T 0+\lambda S f+L(f))=y(T 0)+\lambda y(S f)+L(f)=\hat{T 0}(y)+\lambda \hat{f}(\tilde{\psi}(y))+L(f)
$$

or

$$
\hat{T f}(y)=y(T f)=y(T 0+\lambda S f+L(f))=y(T 0)+\lambda y(S f)+L(f)=\hat{T 0}(y)+\lambda \overline{\hat{f}(\tilde{\psi}(y))}+L(f)
$$

For $n \in \mathbb{N} \cup\{\infty\}$, let $C^{(n)}(I)$ denote the function algebra of all $n$-times continuously differentiable functions on the interval $I=[0,1]$. It is interesting to note that the function algebra $C^{\infty}(I)$ is not a Banach function algebra. In what follows we describe nonlinear diameter preserving maps between these function algebras.

Corollary 3.4. Let $m, n \in \mathbb{N} \cup\{\infty\}$ and let $T: C^{(n)}(I) \longrightarrow C^{(m)}(I)$ be a (not necessarily linear) diameter preserving surjection. Then $m=n$ and there exist a $C^{(n)}$-diffeomorphism $\psi: I \longrightarrow I, a$ scalar $\lambda \in \mathbb{T}$ and a functional $L: C^{(n)}(I) \rightarrow \mathbb{C}$ such that either

$$
\begin{gathered}
T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \quad\left(f \in C^{(n)}(I), y \in I\right), \text { or } \\
T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in C^{(n)}(I), y \in I\right)
\end{gathered}
$$

Proof. Since $C^{(n)}(I)$ is uniformly dense in $C(I)$, then $\operatorname{dch}\left(C^{(n)}(I)\right)=\left\{\left\{x, x^{\prime}\right\}: x, x^{\prime} \in I, x \neq x^{\prime}\right\}$ by [8, Proposition 3.3]. Then, according to Theorem 3.1 (or Corollary 3.3), there exist a homeomorphism $\psi: I \longrightarrow I$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: C^{(n)}(I) \rightarrow \mathbb{C}$ such that either

$$
\begin{gathered}
T f(y)=T 0(y)+\lambda f(\psi(y))+L(f) \quad\left(f \in C^{(n)}(I), y \in I\right), \text { or } \\
T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f) \quad\left(f \in C^{(n)}(I), y \in I\right) \\
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\end{gathered}
$$

We now show that $\psi \in C^{(m)}(I)$. Let $f_{0} \in C^{(n)}(I)$ be defined by $f_{0}(x)=x$ for all $x \in I$. Then we have

$$
T f_{0}(y)=T 0(y)+\lambda \psi(y)+L\left(f_{0}\right) \quad(y \in I)
$$

Consequently, $\psi=\bar{\lambda}\left(T f_{0}-T 0-L\left(f_{0}\right)\right)$, which obviously belongs to $C^{(m)}(I)$. Analogously, it can be shown that $\varphi\left(=\psi^{-1}\right) \in C^{(n)}(I)$. To see this, choose $f_{1} \in C^{(n)}(I)$ such that $T f_{1}-T 0$ is the identity function on $I$. Hence, from the representation of $T$, it follows that

$$
\begin{gathered}
\varphi(x)=\lambda f_{1}(x)+L\left(f_{1}\right) \quad(x \in I), \text { or } \\
\varphi(x)=\lambda \overline{f_{1}(x)}+L\left(f_{1}\right) \quad(x \in I)
\end{gathered}
$$

which yields that $\varphi \in C^{(n)}(I)$.
We next prove that $m=n$. Assume that $f \in C^{(n)}(I)$. Thus, $g=f \circ \psi^{-1} \in C^{(n)}(I)$, and so

$$
\begin{gathered}
T g(y)=T 0(y)+\lambda f(y)+L(g) \quad(y \in I), \text { or } \\
T g(y)=T 0(y)+\lambda \overline{f(y)}+L(g) \quad(y \in I)
\end{gathered}
$$

Consequently, $f=\bar{\lambda}(T g-T 0-L(g))$, or $f=\lambda(\overline{T g-T 0-L(g)})$, which shows that $f \in C^{(m)}(I)$. Hence, $C^{(n)}(I) \subseteq C^{(m)}(I)$, and then $n \geq m$. Similarly, if $k \in C^{(m)}(I)$, then $g=k \circ \psi \in C^{(m)}(I)$, and so there exists a function $h \in C^{(n)}(I)$ such that $T h=k \circ \psi+T 0$. Now from the representation of $T$, it follows that $k=\lambda h+L(h)$, or $k=\lambda \bar{h}+L(h)$, and thus $k \in C^{(n)}(I)$. Whence $C^{(m)}(I) \subseteq C^{(n)}(I)$, and then $m \geq n$. Therefore, $m=n$.

Given a compact metric space $(X, d)$, the Lipschitz algebra $\operatorname{Lip}(X)$, is the space of all scalar-valued functions $f$ on $X$ such that $\mathcal{L}(f)<\infty$, where $\mathcal{L}(f)=\sup _{x \neq x^{\prime}} \frac{\left|f(x)-f\left(x^{\prime}\right)\right|}{d\left(x, x^{\prime}\right)}$ is the Lipschitz constant of $f$.

Corollary 3.5. Let $X$ and $Y$ be compact metric spaces and let $T: \operatorname{Lip}(\mathrm{X}) \longrightarrow \operatorname{Lip}(\mathrm{Y})$ be a (not necessarily linear) diameter preserving surjection. Then there exist a bi-Lipschitz homeomorphism $\psi: Y \rightarrow X$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: \operatorname{Lip}(X) \rightarrow \mathbb{C}$ such that either $T f(y)=T 0(y)+$ $\lambda f(\psi(y))+L(f)$ for all $f \in \operatorname{Lip}(\mathrm{X})$ and $y \in Y$, or $T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f)$ for all $y \in Y$ and $f \in \operatorname{Lip}(\mathrm{X})$.

Proof. Because of the density of Lipschitz algebras in the space of all continuous functions, from [8, Proposition 3.3] and Theorem 3.1 (or Corollary 3.3), we deduce that there exist a homeomorphism $\psi: Y \rightarrow X$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: \operatorname{Lip}(\mathrm{X}) \rightarrow \mathbb{C}$ such that either $T f(y)=T 0(y)+$ $\lambda f(\psi(y))+L(f)$ for all $f \in \operatorname{Lip}(\mathrm{X})$ and $y \in Y$, or $T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f)$ for all $f \in \operatorname{Lip}(\mathrm{X})$ and $y \in Y$. Now, by a standard method, we show that $\psi$ is a bi-Lipschitz function. From the given
representation for $T$, it follows that for each $f \in \operatorname{Lip}(\mathrm{X})$, the function $f \circ \psi$ belongs to $\operatorname{Lip}(\mathrm{Y})$. Then we can define the complex-linear map $\tilde{T}:\left(\operatorname{Lip}(\mathrm{X}),\|\cdot\|_{\mathcal{L}}\right) \longrightarrow\left(\operatorname{Lip}(\mathrm{Y}),\|\cdot\|_{\mathcal{L}}\right)$ by

$$
\tilde{T} f=f \circ \psi \quad(f \in \operatorname{Lip}(\mathrm{X}))
$$

where the complete norm $\|\cdot\|_{\mathcal{L}}$ is the addition of the supremum norm and the Lipschitz constant of the function. By the Closed Graph theorem, $\tilde{T}$ is a continuous complex-linear map. Hence, there exists $k>0$ such that

$$
\|\tilde{T} f\|_{\mathcal{L}} \leq k\|f\|_{\mathcal{L}} \quad(f \in \operatorname{Lip}(\mathrm{X}))
$$

Let $y, y^{\prime} \in Y$. Consider the function $f_{y}: X \longrightarrow \mathbb{R}$ defined by $f_{y}(z)=d(\psi(y), z)$ for all $z \in X$. It is easy to see $\mathcal{L}\left(f_{y}\right) \leq 1$ and consequently $\left\|f_{y}\right\|_{\mathcal{L}} \leq k^{\prime}$, where $k^{\prime}=1+\operatorname{diam}(X)$. Thus, from the above relations it follows that $\left\|\tilde{T} f_{y}\right\|_{\mathcal{L}} \leq k k^{\prime}$, and so

$$
d\left(\psi(y), \psi\left(y^{\prime}\right)\right)=\left|f_{y}\left(\psi\left(y^{\prime}\right)\right)-f_{y}(\psi(y))\right|=\left|\tilde{T}\left(f_{y}\right)\left(y^{\prime}\right)-\tilde{T}\left(f_{y}\right)(y)\right| \leq k k^{\prime} d\left(y, y^{\prime}\right)
$$

Therefore, the Lipschitz constant $\mathcal{L}(\psi) \leq k k^{\prime}$, which says that $\psi$ is a Lipschitz function on $Y$. A similar argument shows that $\psi^{-1}$ is a Lipschitz function on $X$.

Let us recall that for a compact metric space $(X, d)$ and $\alpha \in(0,1)$, the little Lipschitz algebra of order $\alpha, \operatorname{lip}_{\alpha}(X, d)$ (or simply, $\operatorname{lip}_{\alpha}(X)$ ), is the algebra consisting of all scalar-valued Lipschitz functions $f$ such that $\lim _{d\left(x, x^{\prime}\right) \rightarrow 0} \frac{\left|f(x)-f\left(x^{\prime}\right)\right|}{d^{\alpha}\left(x, x^{\prime}\right)}=0$. We remark that a similar result, with the same proof, is valid for the little Lipschitz algebras of the same order. Of course, this is not a restriction since, for $0<\alpha<\beta<1, \operatorname{lip}_{\alpha}\left(X, d_{1}\right)=\operatorname{lip}_{\beta}\left(X, d_{2}\right)$, where $\left(X, d_{2}\right)=\left(X, d_{1}^{\frac{\alpha}{\beta}}\right)$.

The next corollary shows that our result also holds for a large class of function spaces and, particularly, includes the results from [16].

Corollary 3.6. Let $A$ and $B$ be dense function spaces in $\left(C(X),\|\cdot\|_{\infty}\right)$ and $\left(C(Y),\|\cdot\|_{\infty}\right)$, respectively. If $T: A \rightarrow B$ is a (not necessarily linear) surjective diameter preserving map, then there are a homeomorphism $\psi: Y \rightarrow X$, a scalar $\lambda \in \mathbb{T}$ and a functional $L: A \rightarrow \mathbb{C}$ such that either $T f(y)=T 0(y)+\lambda f(\psi(y))+L(f)$ for all $f \in A$ and $y \in Y$, or $T f(y)=T 0(y)+\lambda \overline{f(\psi(y))}+L(f)$ for all $f \in A$ and $y \in Y$.

Proof. Since $A$ is uniformly dense in $C(X)$ and $B$ is uniformly dense in $C(Y)$, then $A_{d}$ is dense in $C(X)_{d}$ and $B_{d}$ is dense in $C(Y)_{d}$. Hence, the induced surjective real-linear isometry $\widetilde{T}_{d}: A_{d} \rightarrow B_{d}$ can be extended to a surjective real-linear isometry $\widetilde{T}_{d}: C(X)_{d} \rightarrow C(Y)_{d}$, and then, by the same proof as in Theorem 3.1, we can conclude the result.

Acknowledgment: We would like to thank the referees for their constructive comments and recommendations which definitely helped to improve the paper.

## References

[1] A. Aizpuru and F. Rambla, There's something about the diameter, J. Math. Anal. Appl. 330 (2007), 949-962.
[2] A. Aizpuru and M. Tamayo, Linear bijections which preserve the diameter of vector-valued maps, Linear Algebra Appl. 424 (2007), 371-377.
[3] A. Aizpuru and M. Tamayo, On diameter preserving linear maps, J. Korean Math. Soc. 45 (2008), 197-204.
[4] A. Aizpuru and F. Rambla, Diameter preserving linear bijections and $C_{0}(L)$ spaces, Bull. Belg. Math. Soc. Simon Stevin 17 (2010), 377-383.
[5] J. Araujo and J.J. Font, Linear isometries between subspaces of continuous functions, Trans. Amer. Math. Soc. 349 (1997), 413-428.
[6] B.A. Barnes and A.K. Roy, Diameter preserving maps on various classes of function spaces, Studia Math. 153 (2002), 127-145.
[7] F. Cabello Sánchez, Diameter preserving linear maps and isometries, Arch. Math. 73 (1999), 373-379.
[8] J.J. Font and M. Hosseini, Diameter preserving mappings between function algebras, Taiwanese J. Math. 15 (2011), 1487-1495.
[9] J.J. Font and M. Sanchis, A characterization of locally compact spaces with homeomorphic one-point compactifications, Topology Appl. 121 (2002), 91-104.
[10] J.J. Font and M. Sanchis, Extreme points and the diameter norm, Rocky Mountain J. Math. 34 (2004), 1325-1331.
[11] R.J. Fleming and J.E. Jamison, Isometries on Banach spaces: function spaces, Chapman and Hall, CRC, (2003).
[12] M. Győry and L. Molnár, Diameter preserving linear bijections of $C(X)$, Arch. Math. 71 (1998), 301-310.
[13] O. Hatori, S. Lambert, A. Lutman, T. Miura, T. Tonev and R. Yates, Spectral preservers in commutative Banach algebras, Contemp. Math. 547 (2011), 103-123.
[14] M. Hosseini and J.J. Font, Diameter preserving maps on function spaces, Positivity 21 (3) (2017), 875-883.
[15] A.A. Jafarian and A.R. Sourour, Spectrum-preserving linear maps, J. Funct. Anal. 66 (1987), 255-261.
[16] A. Jamshidi and F. Sady, Nonlinear diameter preserving maps between certain function spaces, Mediterr. J. Math. 13 (2016), 4237-4251.
[17] K. Jarosz, Non-linear generalizations of the Banach-Stone theorem, Studia Math. 93 (1989), 97-107.
[18] K. Jarosz, Automatic continuity of separating linear isomorphisms, Canad. Math. Bull. 33 (2) (1990), 139-144.
[19] H. Koshimizu, T. Miura, H. Takagi and S.E. Takahasi, Real-linear isometries between subspaces of continuous functions, J. Math. Anal. Appl. 413 (2014), 229-241.
[20] G. M. Leibowitz, Lectures on complex function algebras, Scott, Foresman and Company, (1970).
[21] S. Mazur and S. Ulam, Sur les transformations isométriques d'espaces vectoriels normés, C. R. Math. Acad. Sci. Paris 194 (1932), 946-948.
[22] L. Molnár, Selected preserver problems on algebraic structures of linear operators and on function spaces, Springer, (2007).
[23] L. Molnár, Some characterizations of the automorphims of $B(H)$ and $C(X)$, Proc. Amer. Math. Soc. 130 (2001), 111-120.
[24] T.S.S.R.K. Rao and A.K. Roy, Diameter preserving linear bijections of function spaces, J. Aust. Math. Soc. 70 (2001), 323-335.
[25] N.V. Rao and A.K. Roy, Multiplicatively spectrum-preserving maps of function algebras, Proc. Amer. Math. Soc. 133 (2005), 1135-1142.
[26] T. Tonev and E. Toneva, Composition operators between subsets of function algebras, Contemp. Math. 547 (2011), 227-237.

Department of Mathematics, K. N. Toosi University of Technology, Tehran, 16315-1618, Iran
E-mail address: m.hosseini@kntu.ac.ir

Departamento de Matemáticas, Universitat Jaume I, Campus Riu Sec, 8029 AP, Castellón, Spain E-mail address: font@mat.uji.es

