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Abstract. We introduce the Poincaré polynomial of a linear q-ary code and its relation
to the corresponding weight enumerator. We prove that the Poincaré polynomial is a
complete invariant of the code in the binary and ternary case and it is not when q ≥ 4.
Finally we determine this polynomial for MDS codes and, by means of a recursive for-
mula, for binary Reed-Muller codes.
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Introduction

In dimension theory within Commutative Algebra, a very useful tool is the so-called
Poincaré series [1]. It is associated to a finitely generated gradedA-moduleM =

⊕
n≥0Mn,

A =
⊕

n≥0An being a Noetherian graded ring with A0 Artininian, and it is defined as

the generating function of the lengths `(Mn) of the finite A0 modules Mn. That is, the
Poincaré series is the formal series in Z[t], P (M, t) =

∑∞
n=0 `(Mn)tn. This series encodes

all the mentioned dimensions and, by the Hilbert theorem, it is, in fact, a rational function.
Using several variables, Poincaré series as generating functions have been extended to

other objects with gradings on semigroups or having multi-index filtrations with satisfac-
tory results in singularity theory. In the last fifteen years, Antonio Campillo together with
near colleagues has revitalized this study (see, for instance, [4, 5, 6, 7, 10, 12, 8, 9]).

Poincaré series in the above context makes manageable an infinity quantity of data. In
this note, we are concerned with error-correcting codes which are finite sets, however the
amount of data involved could be very high and so it is also desirable to use tools that
allow us to group them according to some interesting property and to give some results to
be treated. Recall that error-correcting codes are used when information is received from
some source through a noisy communication channel and one tries to correct (or detect)
the produced errors. We will only consider linear (error-correcting) codes which are linear
spaces of a vector space Fnq , Fq being the finite field of q elements. For deciding about the
goodness of a linear code C, it is customary to consider its parameters [n, k, d], where k
is the dimension of the linear space and d the minimum (Hamming) distance of the code,
which is the minimum Hamming weight of their non-vanishing codewords. The generating
function of the weight distribution of a code is named its weight enumerator and (given
the discrete nature of the codes) it is polynomial in one variable. To determine weight
distributions is not easy and the main result to study them is the so-called MacWilliams
identity which relates the weight enumerator of a linear code and its dual.
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Our aim is to introduce what we call the Poincaré polynomial of a linear code. This
polynomial is also related to the weights of the codewords but contains more information
than the weight enumerator. It is a polynomial in several variables and gives not only
the weight of a codeword but the entries contributing to that weight. We will introduce
this polynomial through arrangements of hyperplanes attached to the code; we will prove
that the weight enumerator can be obtained from the Poincaré polynomial (Theorem 6)
and this polynomial is equivalent to the multivariate Tutte polynomial [18, 20, 21] of the
matroid given by the above arrangement (Theorem 10).

An equivalence ϕ of Fnq is an Fq-linear map ϕ : Fnq → Fnq that is a composition of a
permutation matrix and diagonal matrix with non zero entries on the diagonal. Now ϕ is
an equivalence of Fnq if and only if ϕ is linear and leaves the Hamming metric invariant,
that means that d(ϕ(x), ϕ(y)) = d(x,y) for all x,y ∈ Fnq . Let C and D be Fq-linear codes
in Fnq . Then C is called equivalent to D if there exists an equivalence ϕ of Fnq such that
ϕ(C) = D. A map f from the set of all Fq-linear codes to another set is called an invariant
of Fq-linear code if f(C) = f(ϕ(C)) for every code C in Fnq and every equivalence ϕ of
codes. The parameters and the weight enumerator of a code are examples of invariants.
A complete invariant of Fq-linear codes is an invariant f such that for all Fq-linear codes
C and D we have that f(C) = f(D) if and only if C and D are equivalent.

We will also show that the Poincaré polynomial is a complete invariant of the code in the
binary and ternary case (Corollary 14 and it is not when q ≥ 4 (Remark 12. We complete
this note by showing how the Poincaré polynomial of an MDS code is (Proposition 11),
and giving in Corollary 18 recursive formulae for computing the Poincaré polynomial of
the binary Reed-Muller codes.

1. The Poincaré polynomial

Denote by Fq the finite field with q elements. For a fixed positive integer k, consider

the linear space Fkq . An arrangement of hyperplanes in Fkq , (H1, H2, . . . ,Hn) is an n-tuple

where each Hi, 1 ≤ i ≤ n, is the set of solutions in Fkq satisfying a linear equation with k
variables.

Definition 1. An arrangement of hyperplanes in Fkq , (H1, H2, . . . ,Hn), is called simple
(respectively, central) whenever all the Hi are mutually different (respectively, are linear
subspaces of Fkq ). In addition, the arrangement is named essential when it is central and
H1 ∩H2 ∩ · · · ∩Hn = {0}.

Central arrangements can be considered in the projective space, they are essential when
H1 ∩H2 ∩ · · · ∩Hn is the empty set.

A linear code C ⊆ Fnq is degenerate when there is an index j such that xj = 0 for all
x ∈ C. Arrangements of hyperplanes and linear codes are intimately related to projective
systems in the projective space. Indeed, n points P in the projective space Pk−1(Fq) which
do not belong (all of them) to the same hyperplane are named a projective system [22].
The k × n matrix of coordinates of the system has rank k, which is what happens with
the generator matrix G of non-degenerate linear [n, k, d] codes over Fq. Specifically,

Proposition 2. There exists a bijective map between equivalence classes of essential ar-
rangements of n hyperplanes in Pk−1(Fq) and equivalence classes of non-degenerate [n, k, d]
codes over Fq.

Since projective systems and arrangements of hyperplanes are dual objects, we observe
that the bijection mentioned in Proposition 2 comes from and extends to equivalence
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classes of projective systems of n points in Pk−1(Fq). For a complete explanation of the
above result we add the two following definitions. The first one says that two projective
systems P ⊆ P and P ′ ⊆ P′ over projective spaces P and P′ are equivalent if there is a
projective isomorphism between P and P′ that takes P to P ′. And the second one: two
linear codes C and C ′ in Fnq are equivalent if C ′ = B(C), where B belongs to the subgroup
B in the group of linear automorphisms of Fnq generated by permutation of coordinates and
multiplication of coordinates by elements in F∗q (= Fq \ {0}). The group B is represented
by monomial matrices, which are square matrices where each row and column contain
exactly one non-zero element.

Consider now a non-degenerate [n, k, d] linear code C over Fq and assume that G =

(gij)1≤i≤k; 1≤j≤n is a generator matrix. Let Hj be the hyperplane in Fkq defined by the

equation g1jX1+g2jX2+· · ·+gkjXk = 0 and denote byAG the arrangement of hyperplanes
(H1, H2, . . . ,Hn). Taking into account that a codeword c ∈ C satisfies c = xG for some

x ∈ Fkq , it holds that the jth coordinate of c, satisfies cj =
∑k

i=1 gijxi and so cj = 0 if
and only if x lies on the hyplerplane Hj . As a consequence, if we denote by wt(c) the
Hamming weight of the codeword c ∈ C, then the following result holds:

Proposition 3. [22] With the above notation, let c = xG be a codeword of a non-
degenerate linear code C over Fq, then the number of hyperplanes of AG going through
x is equal to n− wt(c).

Next we introduce the object we are interested in.

Definition 4. Let C ⊆ Fnq be a non-degenerate linear code of dimension k with generator
matrix G. Let AG = (H1, H2, . . . ,Hn) be the corresponding arrangement of hyperplanes,
and for each x ∈ Fkq , define the n-tuple ε(x) = (ε1(x), ε2(x), . . . , εn(x)) ∈ {0, 1}n by
εj(x) = 1 if x ∈ Hj and 0 otherwise.

Then, the Poincaré polynomial of the linear code C is defined as

PC(t1, t2, . . . , tn) =
∑
x∈Fk

q

tε(x) ∈ Z[t1, t2, . . . , tn],

where tε(x) = t
ε1(x)
1 t

ε2(x)
2 · · · tεn(x)

n .

For each subset J ⊆ {1, 2, . . . , n}, consider the monomial in Z[t1, t2, . . . , tn], tJ =∏
j∈J tj , and define a(J) to be the cardinality of the set of vectors x ∈ Fkq such that

the set of zero coordinates of x is equal to J , or equivalently, lie in ∩j∈JHj but do not lie
in ∩j∈J ′Hj for some J ′ + J . Then, there exists an alternative presentation of the Poincaré
polynomial as the following straightforward result states.

Proposition 5. Let C ⊆ Fnq be a non-degenerate linear code. Then, with the above
notation, it holds that

PC(t1, t2, . . . , tn) =
∑

J⊆{1,2,...,n}

a(J)tJ .

As mentioned in the introduction, the weight distribution of a linear code C ⊆ Fnq is an
important non-complete invariant which provides important information for the structure
and practical use of C. Its generating function comes with two equivalent versions. On
the one hand, the weight enumerator of C which is defined by WC(T ) =

∑n
i=0 ωiT

i ∈
Z[T ], where ωi := card{c ∈ C | wt(c) = i} and, on the other hand the homogeneous
weight enumerator of C which is defined as the homogeneous polynomial WC(X,Y ) =



4 CARLOS GALINDO, FERNANDO HERNANDO, RUUD PELLIKAAN AND FRANCISCO MONSERRAT∑n
i=0 ωiX

n−iY i ∈ Z[X,Y ]. Now, we prove that the Poincaré polynomial of a code contains
at least as much information as the weight enumerator.

Theorem 6. Let C ⊆ Fnq be a non-degenerate linear code. Then, with the above notations,
it holds that the homogeneous weight enumerator of C is the homogenization with respect
to the variable Y of the polynomial PC(X,X, . . . ,X). In addition, it holds that

PC(T, T, . . . , T ) = TnWC(T−1).

Proof. It follows from the equality PC(X,X, . . . ,X) =
∑n

i=0 ωiX
n−i. Its homogenization

with respect to Y will be
∑n

i=0 ωiX
n−iY i, that is WC(X,Y ). Now Tn

(∑n
i=0 ωiT

i−n) =∑n
i=0 ωiT

i = WC(T ), which concludes the proof. �

The arrangement AG defined by a code C can be regarded as a matroid. Recall that a
matroid is a pair M := (H, I), where H is a finite set named ground set and (∅ ∈) I a
family of subsets of H, called the independent sets, that must satisfy J ⊆ I ∈ I implies
J ∈ I. In addition (H, I) has to satisfy that if I, J ∈ I and card(I) > card(J), then there
exists i ∈ I \ J such that J ∪ {i} ∈ I.

Definition 7. Let M be a matroid with ground set H. Assume that n is the cardinality
of H. Set rM its rank function. The multivariate Tutte polynomial is defined by

ZM(T, t1, . . . , tn) =
∑
J⊆H

T−rM(J)tJ ∈ Z[T−1, t1, . . . , tn].

The multivariate Tutte polynomial encodes the full structure of the matroid, contains
as a special case the more known two variable Tutte polynomial and also the so-called
chromatic polynomial. The Poincaré polynomial of a code and the multivariate Tutte
polynomial of the matroid given by the arrangement attached to the code determine each
other. For this result we need some results from [18, 20] first.

Let C be a linear code with generator matrix G. For a subset J of {1, 2, . . . , n} define

C(J) = {c ∈ C | cj = 0 for all j ∈ J} and l(J) = dimC(J).

Let card(J) = t and let GJ be the k × t submatrix of G consisting of the columns of G
indexed by J . Let r(J) be the rank of GJ . Then the map r is equal to rM, the rank of the
associated matroidM of the arrangement of the code. Furthermore the dimension l(J) is
equal to k − r(J) by [18] and [20, Lemma 3.2.12]. We have the following result from [20,
Proposition 3.2.18].

Proposition 8. Let C be a linear code of length n and minimum distance d. If d ≤ w ≤ n,
then the number of codewords in C of weight w is given by

ωw =
n−d∑

t=n−w
(−1)n+w+t

(
t

n− w

) ∑
card(J)=t

(ql(J) − 1).

Furthermore ω0 = 1 and ωw = 0 for all 0 < w < d.

Let J ⊆ {1, 2, . . . , n} consist of the m integers j1, j2, . . . , jm with 1 ≤ i1 < i2 < · · · <
im ≤ n. Let x ∈ Fnq . Define

xJ = (xj1 , xj2 , . . . , xjm) ∈ Fmq
the restriction of x to the coordinates indexed by J . Let J be the relative complement of
J in {1, 2, . . . , n}. The shortened code CJ is obtained from C(J) by deleting the entries
that are at positions indexed by J :

CJ = {cJ | c ∈ C and cJ = 0}.
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Notice that C(J) is an Fq-linear vector space that is isomorphic with ∩j∈JHj under the
map x 7→ xG. By this map we see that a(J) is equal to the number of codewords of the
shortened code CJ of maximal weight n − card(J). The formalism above gives a way to
obtain this number.

Proposition 9. Let C be a linear code of length n, dimension k and minimum distance
d. Let J ⊆ {1, 2, . . . , n} and card(J) = t. Then a(J) = 1 if t = n and a(J) = 0 if
n− d < t < n. For 0 ≤ t ≤ n− d we have that

a(J) =
n−t−d∑
s=0

(−1)s
∑

I⊆J̄ , card(I)=s

(qk−r(J∪I) − 1).

Proof. The shortened code CJ is isomorphic with C(J), has dimension l(J) = k − r(J)
by [20, Lemma 3.2.12] and minimum distance d(J) ≥ d. We view the codewords of CJ

with entries indexed by J̄ , the complement of J in {1, 2, . . . , n}. If I ⊆ J̄ , then CJ(I) is
isomorphic with C(J ∪ I). Hence dimCJ(I) = k− r(J ∪ I) by [20, Lemma 3.2.12]. So we
better use the notation k − r(J ∪ I) instead of l(I) for the dimension of dimCJ(I), since
in the latter notation the dependency on J is not clear. Now a(J) is equal to the number
of codewords of the shortened code CJ of maximal weight n − t where t = card(J) as
remarked before. Hence a(J) is given by the formula in Proposition 8 applied to CJ .

Notice that if s > n − t − d(J) we have that in the summation
∑n−t−d

s=0 the summand

qk−r(J∪I) − 1 is zero, since card(J ∪ I) = s+ t > n− d(J) and a codeword with s+ t zero
entries is the all zeros word, so CJ(I) = {0}. �

Theorem 10. Let C ⊆ Fnq be a non-degenerate linear code with generator matrix G. Set
M the matroid defined by the arrangement of hyperplanes AG. Then the Poincaré polyno-
mial PC(t1, . . . , tn) and the multivariate Tutte polynomial ZM(T, t1, . . . , tn) are equivalent.

Proof. The multivariate Tutte polynomial of C determines the Poincaré polynomial of C
since the latter is determined by the a(J) by Proposition 5, and the a(J) can be computed
by means of the rank function rM by Proposition 9, and the value rM(J) can be read off

form the coefficient T−rM(J) of tJ in ZM(T, t1, . . . , tn).
Conversely, a(J) is the coefficient of tJ in PC(t1, . . . , tn). Now a(J) is equal to the number
of codewords c in C such that the set of zero coordinates of c is equal to J . Hence∑

J⊆J ′ a(J ′) is equal to the number of codewords c in C such that the zero coordinates

of c are in J , which is equal to card (C(J)) = l(J). Finally rM(J) = k − l(J) by [20,
Lemma 3.2.12]. Hence the Poincaré polynomial of C determines the multivariate Tutte
polynomial of C. �

Since it is known that the multivariate Tutte polynomial attached to a linear code is not
a complete invariant, we deduce the same result for the Poincaré polynomial of a linear
code.

As a consequence of the above result we can state the following one.

Proposition 11. Let C be an MDS linear code with parameters [n, k, n− k + 1] over the
field Fq. Then the Poincaré polynomial of C is given by

PC(t1, t2, . . . , tn) = t1t2 · · · tn +
k−1∑
t=0

∑
card(J)=t

k−1−t∑
s=0

(−1)s
(
n− t
s

)
(qk−t−s − 1)tJ .

Proof. The code C is MDS. Hence d(C⊥) = k + 1. So the numbers l(J) and therefore
r(J) depend only on the size of J . That is r(J) = card(J) if card(J) ≤ k and r(J) = k if
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card(J) > k by [20, Lemma 3.2.15].
Let J ⊆ {1, 2, . . . , n} and card(J) = t. Then a(J) = 1 if t = n and a(J) = 0 if n − d <
t < n. If 0 ≤ t ≤ n − d then I ⊆ J̄ and card(I) = s, so r(J ∪ I) = card(J ∪ I) = t + s if
t+ s ≤ k and k otherwise. With Proposition 9 we get

a(J) =
k−1−t∑
s=0

(−1)s
(
n− t
s

)
(qk−t−s − 1).

The formula follows now from Proposition 5. �

Remark 12. Let C(a) be the Fq-linear code of length 10 and dimension 2 generated by
(1, 0, 0, 1, 1, 1, 1, 1, 1, 1) and (0, 1, 1, 1, 1, 1, a, a, a, a) where a ∈ Fq and a 6∈ {0, 1}. Then
P(a), the corresponding projective system on the projective line consists of the 10-tuple
of points Pi with P1 = (1 : 0), P2 = P3 = (0 : 1), P4 = P5 = P6 = (1 : 1) and Pj = (1 : a)
for 7 ≤ j ≤ 10. That is to say the four points (1 : 0), (0 : 1), (1 : 1) and (1 : a) have
multiplicity 1, 2, 3 and 4, respectively. All such codes have equivalent matroids and the
same multivariate Poincaré polynomial by Theorem 10, but they are not all equivalent.
Two projective systems on the projective line are equivalent if and only if the corresponding
points are mapped to each other by a fractional transformation. Moreover if three distinct
points of the system remain fixed under such a transformation, then the remaining points
remain also fixed by [11] and Propositions 5.1.33 and 5.1.34 of [20]. Now suppose that the
codes C(a) and C(b) are equivalent with a, b ∈ Fq and a, b 6∈ {0, 1}, then the projective
systems P(a) and P(b) are equivalent. Now the points (1 : 0), (0 : 1), (1 : 1) remain
fixed under the fractional transformation, since their multiplicities are distinct and should
remain the same. Therefore (1 : a) remains also fixed under the transformation. If q ≥ 4
then there are at least two choices for a giving two inequivalent codes with the same
matroid. Hence the Poincaré polynomial is not a complete invariant of Fq-linear codes if
q ≥ 4. The matroid of an Fq-linear code determines the equivalence class of the code if
and only if q = 2 or q = 3. See [3, 19]. That implies by Theorem 10 that the Poincaré
polynomial is a complete invariant of the code of Fq-linear codes if and only if q = 2 or
q = 3. In the next section we treat the Poincaré polynomial of binary codes in more detail.

2. The Poincaré polynomial in the binary case

We devote this section to provide some results about the Poincaré polynomial of binary
linear codes. However our first result is true for codes over any finite field.

Proposition 13. Let C ⊆ Fnq be a non-degenerate linear code. Then, with the above
notation

PC(t1, t2, . . . , tn) =
∑
c∈C

t1−c
q−1
,

where 1 = (1, 1, . . . , 1) ∈ Fnq and cq−1 = (cq−1
1 , cq−1

2 , . . . , cq−1
n ) whenever c = (c1, c2, . . . , cn).

Proof. The codewords in C are exactly the vectors xG, where x runs along all vectors in Fkq
andG is a generator matrix of C. Then the result follows by noting that ε(x) = 1−(xG)q−1

because C ⊆ Fnq . �

From now on, our codes will be included in Fn2 . First we state an immediate and
interesting consequence of Proposition 13. It says that the Poincaré polynomial of a
binary code is a complete invariant of the code.
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Corollary 14. Let C ⊆ Fn2 be a non-degenerate binary linear code, then

PC(t1, t2, . . . , tn) =
∑
c∈C

t1−c.

Next we explain how the Poincaré polynomial can be obtained for the so-called (u, u+v)-
construction of binary linear codes. From that result, we will derive a recursive formula
for computing the Poincaré polynomial of binary Reed-Muller codes. In our development,
we will use the following polynomial, close to the Poincaré one, which is attached to a
binary linear code C ⊆ Fn2 :

(1) P̂C(t1, t2, . . . , tn) =
∑
c∈C

tc.

The (u, u + v)-construction is a particular case of matrix-product code [2] and some-
times it is called the Plotkin sum. Matrix-product codes constitute a natural way to
obtain large codes from others previously known (denominated constituent codes) [14].
They admit decoding procedures depending on the decoding methods of the correspond-
ing constituent ones [16, 13], and when the constituent codes are cyclic, their corresponding
matrix-product codes are quasi-cyclic codes [15]. Let us show the definition of (u, u+ v)-
construction.

Definition 15. Let C1 and C2 be two binary linear codes with parameters [n, k1, d1] and
[n, k2, d2], respectively. The (C1, C1 + C2) code ((u, u + v)-construction of C1 and C2) is
defined to be the following binary linear code

(C1, C1 + C2) = {(c1, c1 + c2) | c1 ∈ C1, c2 ∈ C2} .

It has parameters [2n, k1 + k2,min{2d1, d2}].

For the codes on length 2n we are going to study, we will distinguish the variables for
the Poincaré polynomial setting tj = t1j and tn+j = t2j for 1 ≤ j ≤ n. So we will consider
the Poincaré polynomial as an element in the ring

Z[t11, t12, . . . , t1n, t21, t21, . . . , t2n].

As above, for i = 1, 2 the product
∏n
j=1 t

cij
ij is expressed as ti

ci . With this notation, the

Poincaré polynomial of a binary (u, u+ v) code can be obtained as follows.

Theorem 16. Let C1 and C2 be two binary non-degenerate linear codes both of length n
and dimensions k1 and k2, respectively. Then.

P(C1,C1+C2)(t11, . . . , t1n, t21, . . . , t2n) =

P(C1,C1)(t11, . . . , t1n, t21, . . . , t2n)P̂C2(t21, . . . , t2n).
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Proof. Denote by G1 (respectively, G2) the generator matrix of C1 (respectively, C2).
Then, using Corollary 14, the following chain of equalities holds.

P(C1,C1+C2)(t11, . . . , t1n, t21, . . . , t2n) =
∑

x∈Fk1
2 , y∈Fk2

2

t1
1−xG1t2

1−xG1−yG2

=
∑

x∈Fk1
2 , y∈Fk2

2

t1
1−xG1t2

1−xG1t2
−yG2

=
∑

x∈Fk1
2

t1
1−xG1t2

1−xG1
∑

y∈Fk2
2

t2
−yG2

= P(C1,C1)(t11, . . . , t1n, t21, . . . , t2n)
∑

y∈Fk2
2

t2
−yG2 .

Since we are in the binary field, we have −yG2 = yG2 and the right hand side of the last
equality equals

P(C1,C1)(t11, . . . , t1n, t21, . . . , t2,n)
∑

y∈Fk2
2

t2
yG2 .

According to (1), we get P(C1,C1)(t11, . . . , t1n, t21, . . . , t2n)P̂C2(t21, . . . , t2n), which concludes
the proof. �

Remark 17. Reasoning as in the proof of Theorem 16, one obtains the following equality
of polynomials

P̂(C1,C1+C2)(t11, . . . , t1n, t21, . . . , t2n) =

P̂(C1,C1)(t11, . . . , t1n, t21, . . . , t2n)P̂C2(t21, . . . , t2n).

As an application of Theorem 16, we show recursive formulae for obtaining the Poincaré
polynomial of a binary Reed-Muller code. Generally speaking and for two fixed nonnega-
tive integers r and m, the Reed-Muller code RMq[r,m] is defined to be as the linear code
obtained as follows:

RMq[r,m] =
{
p(a) | p ∈ Fq[X1, X2, . . . , Xm], a ∈ Fmq and deg(p) ≤ r

}
.

The mentioned recursive formulae apply to binary Reed-Muller codes and are stated in
the following result.

Corollary 18. Let m and r be positive integers such that 0 < r < m. Then, setting
n = 2m−1, the following two recursive formulae concerning Poincaré polynomials and
polynomials as in (1) hold.

PRM2[r,m](t11, . . . , t1n, t21, . . . , t2n) =

P(RM2[r,m−1],RM2[r,m−1])(t11, . . . , t1n, t21, . . . , t2n)P̂RM2[r−1,m−1](t21, . . . , t2n).

P̂RM2[r,m](t11, . . . , t1n, t21, . . . , t2n) =

P̂(RM2[r,m−1],RM2[r,m−1])(t11, . . . , t1n, t21, . . . , t2n)P̂RM2[r−1,m−1](t21, . . . , t2n).

Proof. It follows from Theorem 16, Remark 17 and the fact that the code RM2[r,m] is
obtained from the (u, u+ v)-construction of RM2[r,m− 1] and RM2[r− 1,m− 1] [17]. �
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