
Huerta, Schade, Granell (Eds): Connecting a Digital Europe through Location and Place. Proceedings of the AGILE'2014 
International Conference on Geographic Information Science, Castellón, June, 3-6, 2014. ISBN: 978-90-816960-4-3  

 

1 Introduction 

There is a distinction between spatial relations as they are 
used in language; spatial relations as they are described in the 
qualitative spatial reasoning (QSR) literature, which in some 
ways attempts to emulate the way spatial relations are used in 
language, and spatial relation queries that Geographic 
Information Systems (GIS) or standards-based Spatial Data 
Infrastructures (SDI) are capable of executing.  In GIS and 
SDI, a restricted range of spatial operators is available, and 
the only qualitative spatial relations that are currently 
commonly supported are the basic topological spatial relations 
and simple buffer/distance calculations [31]. While topology 
is acknowledged as an important way of describing relations 
between objects in space, there are a number of other types of 
spatial relations that are commonly used in natural language, 
the meaning of which have been explored in detail in both 
linguistics and QSR.  In order to allow geospatial systems to 
take advantage of the significant work in both spatial 
linguistics and QSR, it is necessary to develop a mechanism 
for translating non-topological spatial relations into actual 
spatial queries that can be executed in a metric system. 

To this end, we present an ontology of geometric 
configurations (GCO).  Notionally, it includes parameters to 
describe (1) spatial relations between pairs of two dimensional 
objects (for example, topology, orientation, proximity), and 
(2) the extensions of spatial objects (for example, shape and 
size).  However, in this first version of the GCO, we do not 
address extension, but focus on spatial relations, and provide a 
placeholder for extension parameters to be added later.  We 
consider that the combination of relations and extension is 
required to reflect many of the configurations between 
geographic objects that are described in natural language, 
which is the original motivation for this work. 

The ontology describes the parameters diagrammatically 
and specifies them by providing the spatial query that can be 

used to execute the spatial relation in a GIS or SDI.  In some 
cases, this is straightforward (for example, with topology), but 
in others, requires more manipulation to convert essentially 
qualitative parameters into quantitative queries.  The ontology 
presented here brings together much of the QSR work, and 
specifies methods for converting it into quantitative queries.  
In many cases, we adopt existing approaches to do this (for 
example, methods for the quantification of the qualitative 
notion of proximity have been developed already), while in 
others, we define a new method. 

The GCO provides approaches that could be used in a GIS 
or SDI, in which data sets may be modelled using points, 
lines, polygons and complex geometries. However, our work 
does not extend to 3 dimensional geometries.  Finally, for this 
version, we confine our attention to binary relations.  

 
2 Related Work 

A number of linguistically motivated typologies and 
ontologies have been developed, with the goal of describing a 
range of spatial relations in terms of their linguistic 
representations.  These are usually focussed around 
prepositions and explore spatial relations from a linguistic 
perspective, but do not provide spatially explicit, 
computational semantics for the terms included, many of 
which can encompass more than one spatial sense.  For 
example, Coventry and Garrod’s [10] typology of relational 
prepositions includes in and on, both of which have multiple 
possible spatial interpretations.  Zwarts [35] provides another 
such typology, based on telicity, and the algebraic properties 
of different spatial relations. GUM-Space is a very detailed, 
linguistically motivated spatial ontology based on the General 
Upper Model (GUM), a task and domain independent 
linguistically motivated ontology [21].  GUM-Space includes 
a range of concepts that describe the pertinent content from a 
natural language spatial expression, but they do not specify a 
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precise, concrete interpretation, and mappings are required 
[22]. 

At the other end of the scale from these linguistically 
motivated schemes, are schemes that focus on the 
mathematical interpretation of spatial relations.  However, 
these are usual partial in addressing one or two parameters, 
with a particular focus on topology.  For example, the 
Ordnance Survey Spatial Relations Ontology1 includes 
topological operators, in addition to properties for describing 
metric location (easting and northing), while the NeoGeo 
spatial ontology2 is restricted to topological relations. 

Some other typologies and ontologies occupy positions in 
between these two extremes, including SUMO and OpenCyc3, 
both of which provide partial specification, but full, 
executable semantics are not given [2, 14].  Ontologies that 
are combined with particular applications techniques include 
Bucher et al [5], who separate a geometric level ontology 
from an application level in their topology of spatial relations, 
and Bitters [4] who proposes to assign weighted probabilities 
to each relation in his ontology for a given pair of geographic 
features. 

More general typologies are provided by Habel and 
Eschenback [19], who devise a three dimensional 
classification of spatial concepts, and Egenhofer and Franzosa 
[13], who divide spatial relations into topological, metric and 
ordered relations.  In both these cases, full semantics are not 
provided.  Upper level ontologies like DOLCE [16] and 
BFO’s SNAP and SPAN [18] provide foundational concepts 
for the description of spatial concepts, but do not provide the 
level of detail required here. Finally, Kemmerer [24] 
highlights the cross-linguistic differences in spatial relations. 

 
Figure 1: Geospatial Ontology Representation Layers 

 
Figure 1 depicts the distinction between the different layers 

of knowledge representation that are exhibited by the previous 
work, and the role that the current work plays relative to it.  
Some of the ontologies described herein cross more than one 
layer, and to date, the bottom layer has not been separated 

                                                                 
1 http://data.ordnancesurvey.co.uk/ontology/spatialrelations/ 
2 http://socop.oor.net/ontologies/1021 
3 http://www.cyc.com/platform/opencyc 

from the layers above.   In some cases the spatial query that is 
formulated is dependent on the representation used in the QSR 
layer, but the actual geometric configuration is independent of 
the QSR representation in our scheme.  Thus alternative 
spatial queries may be developed for different QSR methods.  
Bennett’s [3] work is closely related to the work described 
herein, and we draw on this work where possible.  

 
3 The Ontology 

3.1 Goals 

The creation of the GCO was driven by three goals: 
1. To create a simple ontology that could express the most 

common geospatial natural language expressions, rather 
than every possible permutation of geospatial relations. 

2. To focus on the requirements of geospatial information.  
Many of the existing ontologies and typologies include 
levels of detail that are rarely relevant in the geospatial 
context.  For example, OpenCyc includes spatial 
relations hangs from and suspended in liquid, which are 
not commonly used with geospatial objects.   

3. To create concrete, rather than abstract, ontology 
concepts and properties, that could be specified using a 
geospatial query that can be executed in a GIS or SDI. 

 
3.2 Three Level Structure 

The ontology has three levels.  The top level is a division 
between binary relational parameters (describing the 
geometric relation between pairs of geometries) and 
extensional parameters (describing the geometric extension of 
a single geometry).  This accords roughly with the literature, 
which identifies the importance of relational parameters like 
topology, orientation and distance [7, 20, 26, 27], and 
extensional parameters like size and shape [6].  Although the 
top level of the ontology consists of two branches, the 
remainder of the work presented here covers the relational 
parameters only. 

The second level of the ontology consists of a series of 
parameters, being characteristics that may be used to describe 
the relation or geometry.  These include the most commonly 
discussed relational parameters in the literature (like topology, 
distance and orientation), as well as other parameters that are 
relevant for the colloquial description of spatial location.  
Many of the parameters that have been studied in detail in 
QSR are accommodated. 

The third level of the ontology contains parameter values.  
In many cases, these are derived from existing literature in 
QSR and related areas, but they are also considered in terms 
of the range of ways in a which a parameter may be described, 
whether qualitative or quantitative.  Although the parameter 
values are given simple language labels for convenience, it 
must be stressed that the ontology does not aim to describe 
linguistic spatial relations directly, as have many other 
ontologies and typologies (for example, SUMO and 
OpenCyc).    We do not describe spatial relation words or 
phrases, but actual spatial relations that may be encountered in 
the world.  Rather than approaching the problem from the 
language point of view, we approach from the geometric 
configuration point of view.  The reason for this is that there 
are multiple ways of describing spatial relations in language 
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(often the same spatial relation may be described in many 
different ways), and they differ depending on the language 
concerned and the context.  In this way, multiple language 
constructs (individual words or more complex phrases) may 
be mapped to the same geometric configuration in the 
ontology.  It is also likely that in some cases, language 
descriptions will map to multiple parameter values, which 
must all be true in order for the natural language expression to 
be fully realised.  Finally, language based ontologies are often 
much more complex than this ontology, because they 
encompass the myriad different ways of describing a spatial 
relation.  We aim to maintain the simple three level structure 
for this ontology, as much of the complexity is in the way 
language expresses relations, rather than the relations 
themselves. 

The spatial relations are defined using spatial queries, which 
are provided using standard SQL syntax, according to ISO 
13249-3 [23].  This standard was used because the goal of the 
work is to map geometric concepts to spatial queries, and ISO 
13249-3 is widely used (sometimes with minor syntactic 
variations) by most GIS systems, along with relevant SDI 
standards.  The queries included are designed to accommodate 
point, line and polygon geometries.  We use previous work in 
the QSR literature to define these in some cases, as follows, 
but other schemes could easily be substituted to suit the 
required purposes. 

Topology: We adopt a simple set of five parameter values, 
including the touches spatial relation (excluded from RCC5), 
but excluding the distinction between tangential and non-
tangential proper parts [8,9].  This is because we have not 
found any evidence that the distinction is commonly made in 
natural language descriptions of spatial relations.  We also 
exclude inverse relations (contains in addition to within), as 
the same relation can be expressed by reversing the 
geographic features concerned. 

Distance: We adopt the simple logic of near and far (LNF) 
of Du et al [11], but other more complex schemes (and 
particularly, more advanced methods for calculating nearness) 
could be substituted [6, 15, 33].  LNF determines nearness 
using buffer zones and a fixed sigma value that is selected 
manually for the activity concerned, and the queries we define 
reflect this.  We also include a quantitative representation of 
distance that is commonly encountered in natural language.  It 
involves description of distance using a simple quantity and 
unit, the latter being either spatial (for example, 300 metres, 1 
mile) or temporal, in which case it is includes an explicit or 
implicit mode of travel (for example, 3 minutes’ walk, 5 
hours’ drive).    

Linear Orientation: We adopt Dugat et al’s [12] set of 
orientations, as it is the most comprehensive set, of several 
similar alternatives [1, 6, 26]. 

Horizontal Projective Orientation: We adopt the simple 
scheme of Clementini et al [6], defining left/right and 
back/front as semi-circles, rather than quadrants.  This is 
because these simple relations more closely reflect the most 
commonly used linguistic expressions and because combined 
expressions like ‘left and in front of’ may be determined by 
combining their individual components (left, in front of).  We 
do not adopt the between relation proposed by more recent 
work by Clementini et al [7], which is similar in principle to 
relations provided in the Double Cross Calculus [34] and the 

Dipole Calculus [26], since these are also not commonly used 
in natural language (except for examples that include three 
objects, and are thus ternary relations and out of our scope).   

Direction: We adopt Goyal and Egenhofer’s [17] 9 cell 
model for cardinal direction relations, based on the minimum 
bounding rectangle of the reference object.  We chose this 
basic model due to its simplicity and the absence of empirical 
evidence that the subsequent extensions more closely reflect 
natural language.   

Adjacency: We refine the Wordnet definition of adjacency 
used by Klien and Lutz [25] to require that objects must be 
either disjoint or touching (as overlapping objects are unlikely 
to be next to each other).  This is thought to be only partially 
expressive of the adjacency notion, which also includes a 
consideration of intervening objects of the same type, and is 
also in many cases part of more specific specialisations of 
adjacency like alongside (both approximately parallel and 
adjacent).  However, these aspects are handled at the level of 
contextual analysis of a natural language expression, rather 
than the geometric configuration ontology. 

Collocation: The notion of objects being ‘in the same 
place’ is commonly encountered in natural language, and 
described varying degrees of proximity.  It is expressed often 
using the ‘on’ (situated on the) or ‘at’ (located at the junction) 
and ‘in’ (in the area) prepositions with varying degrees of 
precision.  Previous work in this area is limited, so we adopt a 
simple scheme based on topological relations. 

Object Parthood: A significant amount of work has 
addressed the notion of object parthood, and the language 
used to discuss it [29, 30, 32].  This previous work mainly 
focuses on identifying different types of parthood, depending 
on the functional relationship between parts and wholes, type 
similarity and separability.  However, language descriptions 
of parthood commonly address specific parts of an object 
(start, end, middle), and our interest is in providing a 
mechanism for defining which part of a whole is referred to 
by particular specifications.  For this purpose, we define a 
range of different specific parts.  Our interest is in words that 
specify particular parts of wholes that apply across a range of 
feature types, rather than parthood relations that are specific to 
a particular feature type (for example, desert-oasis).  In 
addition to the use of both orientation and direction parameter 
values as spatial relations (x is north of y), they may also be 
used as adjectives to define some part of an object.  We treat 
these as spatial relations between some part of the object and 
its entirety. 

Figure 2 shows the ontology parameters and parameter 
values, along with axioms and the queries that define them. 

 
4 Examples 

The following examples illustrate the mapping from natural 
language to queries via the GCO, and are based on results 
from a recently conducted questionnaire (to be reported in a 
future publication). 
1. ‘A train station in Nottingham’ maps to the contain GCO 

concept, which maps to a simple query using the contains 
spatial relation, with the geometry for Nottingham, to 
show the area in which the desired train station might 
exist. 
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2. ‘The street next to Jasmine Cottage’ maps to the adjacent 
GCO concept, which uses the Jasmine Cottage geometry 
with the simple within distance method to create a query 
that selects streets in the appropriate area. 

3. ‘The monument outside the Town Hall’ maps to both the 
adjacent and disjoint GCO concepts, and would require 
the two queries to be combined conjunctively so that 
only areas that are within a specified distance but not 
touching are included.  

4. ‘Development along the Trent River network’ maps to 
the parallel, alongside and side (part) GCO concepts. As 
with the previous example, combined conjunctively. 

These last two examples illustrate cases in which query 
composition is required.  The default approach is to combine 
the queries conjunctively, so that all clauses must be fulfilled 
to define the area of interest.  Future work will explore query 
composition methods in more detail. 

 
Table 1: Counts for Each Relational Parameter 

RELATIONAL 
PARAMETERS 

Qty % GCO 

path direction 128 27.2% 

collocation 68 14.4% 

topology 44 9.3% 

direction 32 6.8% 

object parthood 32 6.8% 

distance 30 6.4% 

adjacency 19 4.0% 

horizontal 
projective 
orientation 

17 3.6% 

traversal 16 3.4%  

throughness 13 2.8%  

alignment 11 2.3% 

joining 11 2.3% Partial 

vertical 
projective 
orientation 

9 1.9% Out of scope (3D) 

distribution 9 1.9% Partial 

possession 7 1.5% (topology) 

betweenness 5 1.1% Out of scope (tertiary) 

surroundedness 5 1.1% 

splitting 3 0.6% Out of scope (tertiary) 

aroundness 3 0.6% 

sidedness 2 0.4% Out of scope (tertiary) 

boundedness 2 0.4% Partial 

protrusion 2 0.4% 

linear orientation 1 0.2% 

oppositeness 1 0.2% Out of scope (tertiary) 

trajectory 1 0.2% Out of scope (3D) 

    

TOTALS 471 100%  

 
5 Evaluation 

By way of partial evaluation of the focus and completeness of 
the ontology, we now present an analysis of the spatial 
parameters and parameter values used in a random selection 
of 200 spatial clauses from the Nottingham Corpus of 
Geospatial Language (NCGL) [28].  The NCGL is a publicly 
available4 corpus containing only expressions that describe 
spatial location harvested from web sites, and is thus uniquely 
placed to evaluate the coverage of the GCO, unlike most other 
corpora that contain a wide selection of non-spatial language 
as well, making an evaluation of this kind very time-
consuming. 

In the 200 clauses from the NCGL that were examined, 471 
distinct spatial relational parameter values were identified.  
Table 1 presents the quantities of each parameter value, listing 
all parameter values that were encountered, whether or not 
they appeared in the ontology.  While 200 is not a very large 
quantity, the percentages were stable with the addition of the 
last 50 clauses in terms of the broad colour coded categories 
that indicate the percentage of spatial location expressions that 
the parameter in question includes (in the percent column, 
>10% shown in red; 3-9% inclusive shown in blue; 1-2% 
inclusive shown in brown). 

While path location is the most frequent of the parameters, 
it was not included in this version of the GCO, because it is a 
grouping of a number of concepts that describe both 
geometric configuration and direction of movement, including 
expressions like from, to, onto, away from, leave, upwards 
and uphill.  These deserve special treatment and are therefore 
beyond the scope of this version of the GCO.   

The GCO covers all of the most frequently occurring 
relational parameters other than path direction, and 66% of the 
total set of relational parameters found in the 200 expressions.  
As can be seen from the right-most column in Table 1, future 
extensions to include tertiary relations and 3D would be useful 
to accommodate a more complete range of concepts, along 
with the addition of path direction and the development of the 
extensional parameters branch of the GCO. 

 
6 Conclusions 

This paper has presented a Geometric Configurations 
Ontology that is designed to support natural language 
querying, but has wider applications, and could be 
implemented as an interface to make a range of new spatial 
query operators available through standard GIS and SDIs.  In 
future work we are conducted more extensive evaluations 
with empirical studies, and plan to extend the scope of the 
current ontology. 

 
  

                                                                 
4 http://geospatiallanguage.nottingham.ac.uk/ 
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