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Environment-Aware Regression for Indoor
Localization based on WiFi Fingerprinting

Germán Mendoza-Silva, Ana Cristina Costa, Joaquı́n Torres-Sospedra, Marco Painho and Joaquı́n Huerta

Abstract— Data enrichment through interpolation or regression is
a common approach to deal with sample collection for Indoor Lo-
calization with WiFi fingerprinting. This paper provides guidelines
on where to collect WiFi samples , and proposes a new model for
received signal strength regression. The new model creates vectors
that describe the presence of obstacles between an access point
and the collected samples. The vectors, the distance between the
access point and the positions of the samples, and the collected,
are used to train a Support Vector Regression. The experiments
included some relevant analyses and showed that the proposed
model improves received signal strength regression in terms of
regression residuals and positioning accuracy.

Index Terms— Indoor Positioning, WiFi Fingerprinting, WiFi Samples Collection, RSS Regression

I. INTRODUCTION

The demand for Indoor Positioning Systems (IPS) has al-
ready driven academic and commercial research, it is expected
that it will dramatically rise in the years to come [1]. Despite
the large diversity on related positioning technologies for
indoor scenarios, WiFi is one of the most often used. Smart-
phones and applications relying on Location Based Services
(LBS) made WiFi a cost-less approach at the expense of
positioning errors around a few meters [2].

Fingerprinting is commonly used with WiFi to provide
position indoors. A WiFi fingerprint is a vector with the Re-
ceived Signal Strength (RSS) of each WiFi access point (AP)
detected in a given position and time. It requires a calibration
stage, where samples are collected at well-known positions to
create a reference dataset (radio map). In the operational stage,
given a new fingerprint measured at an unknown position, the
fingerprint method usually provides the centroid of the most
similar reference fingerprints as position estimate [3].

Samples collection is known as one of the main challenges
of WiFi fingerprinting [4], given that the collection effort
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can be significant for large areas. The literature suggests to
reduce the required effort either by crowdsourcing the collec-
tion to volunteers [5], estimating the RSS values applying a
propagation model, or applying an interpolation technique to
densify an initial reduced radio map [4], [6], [7]. Despite
being very valuable, the reliability of position tags and the
improper distribution sample position are usual concerns with
crowdsourced signal data [8].

This paper addresses the radio map enrichment by applying
regression techniques on a proper signal characterization of
the environment. Also, through experiments performed on
two publicly available databases, we address the problem of
choosing the most convenient positions for collecting WiFi
fingerprints for radio map creation. Furthermore, we evaluate
a new model that applies environment knowledge to Support
Vector Regression (SVR), which improves the regression esti-
mates corresponding to extrapolation points in comparison to
other extrapolation work shown in WiFi positioning literature.

The main contributions of this paper can be summarized as
follows: i) a novel regression model aware of the environment
features; ii) a comprehensive analysis of reference position
selection to build effective radio maps; and iii) validation in a
real-world scenario independent to the research objectives.

II. BACKGROUND AND RELATED WORKS

A WiFi Access Point (AP) is a networking device that
broadcasts one or more wireless networks. A set of RSS values
from available APs measured at a specific location throughout
a short time interval is called a fingerprint, which can be used
for positioning as described in Section I. The quality of the
radio map depends on the location of the reference points,
the reference point density, the number of samples of each
reference points, among many other parameters [9], [10].
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However, collecting samples for a radio map requires a
notable amount of time [11]. To tackle this problem, two
alternatives are usually considered: crowdsourcing and sparse
collection. Crowdsourcing has been praised for radio map
collection and update [12] at the expense of suffering from
low quality of position tags or uneven distributions of the
collected samples, whereas sparse collection reduces the col-
lection efforts at the expense of poorer characterizations of
the environments. The later approach (sparse collection with
regression, interpolation and/or extrapolation models) has been
applied to synthetically enrich the radio map for more than 15
years [13], [14], and methods fall in one of the next groups:

• Sparse recovery includes, for example, compressed sens-
ing using Singular Value Decomposition (SVD) [15], and
radio map interpolation using sparse recovery [6].

• Interpolation methods includes traditional interpolation
methods [16]–[19]; methods capable of delivering both
interpolation and extrapolation like Nearest Neighbor
and Inverse Distance Weighting (IWD) [20]; and other
interpolation heuristics [21].

• Extrapolation methods applied variants based on log-
distance path loss model [21]–[23]; on the ray tracing
model [24], [25] or the radiosity model [26]–[28].

• Regression methods largely includes the application of
Gaussian Process Regression (GPR) [29]–[33], although
others have also applied Kriging [14], [34]–[36], Ge-
ography Weighted Regression (GWR) [37] and Support
Vector Regression (SVR) [38].

It is common that radio map enrichment works provide
the proportions between points used for fitting and those
used for estimations. Talvitie et al. [20] concluded that the
positions where samples are selected were more important
than how many of them were selected. Khalajmehrabadi et
al. [6] suggested a random selection of reference points and
discourage a uniform placement of those points. Ezpeleta et
al. [16] supported the division in zones arguing that a zone
with higher quality of RF signals than other zones required
less training points. The importance of the distribution of
samples for radio map construction is almost intuitive and
acknowledged [39]. However, some works perform random
selection of sample positions for radio map construction [6],
[23], [32]. Kanaris et al. [40], determined the sample size
given a small preliminary set of measurements, suggesting
to randomly choose positions from a grid in the number
determined by the sample size calculation.

Some radio map enrichment solutions have considered the
environment’s influence on the signals intensities. The inter-
polation in Bong et al. [41] preserved signals discontinuity
over the wall. Ali et al. [23] used a path loss with wall
attenuation factor that introduced an image to count the
number of interfering walls. Moghtadaiee et al. [21] fitted a
log-distance model independently for each architectural zone
and created an interpolation that considered only sample at
similar distances to the target AP. Some authors [14], [34]–[36]
used Kriging, but only considered the Euclidean distance for
describing the spatial dependency, which does not hold true for
indoor environments. [39] fitted a log distance path loss model

for each target position, giving to the samples used for fitting
distinct weights (using a kernel density estimation) based on
their distances to the target position. Du et al. [37] applied
GWR, which computed several local models instead a single
global one. They used the distance between the emitters and
the sample points as predictor variables.

The distribution of samples necessarily should take the
layout of the environment into account, not only regarding
where it is possible to collect samples, but where is convenient
to collect them. The indoor environments strongly influence
the WiFi and BLE signals, and the decision on the collection
distribution should be aware of it. The radio map enrichment
method should ideally be also aware of the target environment,
i.e., of the obstacles and the positions of the emitters.

III. MATERIALS AND METHODS

A. Selected datasets
This work is built on top of two public WiFi fingerprint-

ing datasets: the Library dataset [42] and the Mannheim
dataset [43]. Partial versions of both datasets will be used to
analyse the influence of position distribution and the influence
of AP strength on position accuracy. Moreover, they will
be used to analyse the influence of AP strength on RSS
regressions. For the evaluation of our proposed environment-
aware regression model only the Library dataset will be used.

The Library dataset was collected in two floors of the Li-
brary building of University Jaume I (UJI) and the systematic
data collection was repeated multiple times in a time span of
25 months. There are six WiFi fingerprints per each reference
point and each of the two directions at which the collection
subject was facing. Also, as the data contained information
about a 620 AP, a selection of the 52 most relevant APs
was performed (as done in Torres-Sospedra et al. [44]) to
ease the analyses and and reduce the noise created by a large
number of intermittent APs. The collection area is a relatively
small environment that covered about 15× 10 m. The average
distance between reference points is about 2 m.

The Mannheim dataset was collected in the Mannheim
University. The collection area comprises a medium-scale
environment, covering about 50× 36 m of corridors of a
university department. The fingerprints are on a 1.5 m grid
[43], [45] and the positions of 10 APs are known. The dataset
contained 110 fingerprints per reference point. Out of 110
samples, we randomly selected 10 to ease the analyzes and
have a number of samples that is closer to that of the Library
dataset. Both the original Mannheim and the Library datasets
provided their position tags using a local coordinate system
that allows distance computation using the Euclidean distance.

Figure 1 shows the operational area of the two evaluation
environments. The structural barriers were manually created
from floor plans. Thick walls were drawn in black color and
thin walls were drawn with a light shade of gray in the
image, whose intensity values are used by eq.(2). Figure 1 also
presents the distribution of training and test reference points,
as well as the position of some APs. The higher the density
of APs and reference points in the operational area, the lower
expected positioning error. In both cases, some APs lay out
the floormap or have an unknown location.
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Fig. 1: Library 5th floor (left) and Mannheim (right)
floormaps. Blue and magenta dots represent training and test
reference points, respectively. APs positions are drawn with
orange circles. Other APs may lay out of the areas.

B. Environment-Aware Regression on WiFi radio maps

This work presents a regression model that integrates the AP
reference position and a floor plan of the area. The reference
position is used as a raw indication of where the AP is. The
position of APs inside or very close to the collection area
can be determined with, for instance, the weighted centroid
or the method proposed in [46]. The approximate position
of an AP can be also manually obtained by measuring the
signal intensity with a smartphone application walking in the
area. However, the accuracy for AP location is low for those
APs that are away from the operational area and an indicator
of the relative direction is obtained instead. Those far APs
are typically detected with a maximum intensity weaker than
−60 dBm. Determining whether an AP is within the collection
area could be done, for instance, using the Situation Goodness
test presented in [46] if a relatively dense sample collection is
available.

Figure 2 introduces an example in the Library environment
(5th floor). It shows the mean RSS values per reference point
for 3 APs, which will later be used to evaluate the proposed
regression model. The APs with IDs 15 and 49 are inside the
collection area. Their positions shown in the figure are about
half a meter and more than a meter away from the actual
device positions, respectively. The position of the device that
emitted the AP with ID 8 was unknown. The position shown
in the figure is anyway a useful estimation of the actual AP
direction.

In the proposed model, the predictor variables include
the target point’s position components, the AP’s reference
position and information from the environment floor map.
Moreover, we applied a data transformation before and after
the application of the regression method, so that the values
of the response variable are determined as log10(−RSS) (as
a distance indicator) and the RSS estimate is computed as
−(10est) if est is an estimate provided by the regression
model. The positions of points used for training and testing
the model are expressed in the local coordinate system. Thus,
their coordinates need to be transformed into image coordi-
nates (cell positions or pixels) before applying the proposed
model. The following definitions assume positions in image
coordinates (i.e. pixels not meters).
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Fig. 2: Mean RSS values per reference point and device
reference positions of three APs (Library, 5th floor). The device
position is indicated with a star. Circles highlight the reference
points whose values where used to train regression models.

Let rp = (rpx; rpy) be the position of a reference point
used for training the model. Let ap = (apx; apy) be the
position of the AP targeted for regression. Let Brp =
{(x1, y1), . . . , (xk, yk)} be the line that connects rp and ap.
The cell positions that constitute the line are determined using
the Bresenham’s line algorithm [47]. The values of predictor
variables for rp are:

Prp = {rpx, rpy,
drp + 1

2
, Frp}, (1)

where Frp = {f1, . . . , fk, . . . , fn} and drp is the Euclidean
distance between rp and ap. The value fi is computed as:

fi =

{
log2(2 + 255− Im(xi, yi)) for 1 ≤ i ≤ k
0 for k < i ≤ n

(2)

where xi and yi are the position components of the ith point in
Brp, Im is the image representation of the environment, and
Im(xi, yi) is the cell value in the image Im whose position
is (xi, yi). The value of n is the maximum number of points
that may have a line connecting the positions of the AP and a
point in the environment representation. If ap lies beyond the
environment represented by Im, the image is enlarge applying
a padding of zeros. In other words, Im(x, y) = 0 for all (x, y)
that lies beyond the environment representation.

Algorithm 1 resumes the process of training the proposed
regression model. Its inputs are the environment image Im, the
positions (expressed in a local coordinate system) of collection
points RPL = {rplj} and their respective RSS values SI =
{sij} measured for an AP. Once the model M is ready, it
serves for predicting the RSS values SO = {soj} for a set of
positions TPL = {tplj} using the Algorithm 2.
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Algorithm 1: Regression model training for an AP
Input: Im, RPL, SI , apl Output: The trained

regression model M
1 Compute ap = (apx, apy), the position of aplj in Im
2 for each rplj in RPL do
3 Get rp = (rpx, rpy), the position of rplj in Im
4 Get Brp, as stated previously
5 Get Prp, as stated in Equation 1
6 Set pj = Prp

7 Get respj = log10(−sij)
8 end
9 Build M by training SVR using {pj} as predictors

data and {respj} as responses data

Algorithm 2: Signal prediction for an AP
Input: Im, TPL, apl, M
Output: The predicted intensities SO

1 Compute ap = (apx, apy), the position of aplj in Im
2 for each tplj in TPL do
3 Get rp = (rpx, rpy), the position of tplj in Im
4 Get Brp, as stated previously
5 Get Prp, as stated in Equation 1
6 Set pj = Prp

7 Get estj using M with {pj} as predictors values
8 Set soj = −(10estj )
9 end

10 Set SO = {soj}

The set Frp in Equation 1 is a representation of the obstacles
between rp and ap using the information of the image’s cells
that lie in that path. The cell values in the image Im represent
either free space or an obstacle (black or white). Thus, the
model is trained to learn the influence of an obstacle cell value
at a given distance from an AP in the signal propagation. This
work did not differentiate among distinct types of obstacle
materials for simplicity, despite Equation 2 allows the range
[1, . . . , 255] for obstacle representation. Setting appropriate
opaqueness for each material requires additional consideration
and measurements. Equation 1 includes half of the distance
between rp and ap. Using the actual value of the distance
significantly decreased the obstacles influences in the model.
The number of variables presented in Equation 1 depends on
the environment and the AP position. Finally, according to our
experience, we selected the Support Vector Regression (SVR)
with a linear kernel function as regressor.

IV. EXPERIMENTS AND RESULTS

A. Influence of RPs Distribution on IPS Accuracy
The goal of the radio map in WiFi fingerprinting is to

characterize the signal propagation in the target environment.
As the main fingerprint methods (including k-NN) can only
provide position estimates within the convex hull of the
reference sample locations, we hipotetise that the number
and distribution of the collected samples are strongly related
quality of the radio map and, hence, the accuracy of the IPS.

For that purpose, we have evaluated the performance of
the radio map in two environments and four different cases:
with 100%, 75%, 50% and 25% of RPs. Except for 100%, we
repeated the evaluation 400 times with different initialization
to cover multiple random scenarios. In all cases, we report
the results provided by the optimal k-value (from the set
[1, . . . , 15]). The results are reported as a scatter in Figure
3 for Library 5th floor (left) and Mannheim (right).
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Fig. 3: Relation between training covered area and positioning
accuracy for Library 5th Floor (left) and Mannheimm (right).

Every point in the figure represent the area of the reduced
radio map’s convex hull and the best accuracy reported by the
k-NN method with that data set. The accuracy corresponds
to the Q3 value, i.e., the 75th percentile as done in IPIN
Competition. The color indicates the size of the radio map case
(100%, 75%, 50% and 25%). A clear trend can be observed
in the two environments, the large the area covered, the best
positioning accuracy. In contrast, the worst positioning results
came when the convex hull of the reference radio map was
small. This is because the kNN method can provide position
estimates only within the convex hull of the reference points.
Good accuracy can be reached with a reduced radio map if
the reference points cover the full operational area.

The figure also shows that the distribution of reference
points is relevant. Even for a high covered area, the positioning
accuracy can vary up to more than 2 m in the three cases.
The largest differences in positioning are observed for cases
with low RPs density (i.e. 25%). To evaluate the relation
between covered area and accuracy, we calculated the Pearson
correlation between the area and the Positioning error in the
third quartile in the 1201 points. The correlation factor (ρ)
for Mannheim is −0.77, whereas it is −0.89 for Library. In
both cases, the significance (p-value) is much lower than 0.05
showing that the inverse correlation is statistically significant.

Our hypothesis is that placing reference points near the inner
boundary of the collection area would maximize the covered
area and assure that test positions are located inside the convex
of the training positions. Finding those positions is a trivial
task and can be provided by, for instance, alpha-shape [48].
Thus empirical data collection can be optimized to relevant
places according to the imposed restrictions. The restrictions
will somehow will be an indicator of the density and distribu-
tion of the empirical reference points, which will be located
only at feasible locations (e.g. there are no samples inside a
wall). If the radio map needs to be enrichted, regression can be
used to synthetically generate new reference samples in those
positions that lack of empirically collected data.
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One strategy for creating the set of reference points is to
first add reference points lying close to environment boundary
and later add a number of points mp that maximize the mean
minimum distance among the points in the set. In kNN, the
estimated position is commonly computed as the centroid
of the positions of the most similar samples in the training
dataset. Thus, maximizing the minimum distance among the
reference points reduces the areas without position estimates
produced by kNN. Such an even distribution of point also
benefits regressions as it provides intermediate positions that
help explain non-linear behaviors. The value of mp may be
dictated by the affordable collection effort. For low values
of mp, like those below 20, a brute force approach may be
applied to determine the mp positions of the reference points.
For large mp values, a Monte Carlo approach [49] can be used.
This work used an optimization approach based on agents
moving under repulsion forces [50].

To explore the convenience of using the previous training
points distribution, the Pearson correlation test was applied
between the mean minimum distance and the positioning
error for several distributions of training points. The tests
were performed 400 independent times (with random sets of
reference points that included the shape boundary) separately
for each of the two environments. The position estimations
were obtained with kNN, using the best k for the training set.

Table I presents the correlation results. The negative correla-
tion between the mean minimum distance and the positioning
accuracy is not statistically significant. For the Library envi-
ronment, the negative weak to moderate correlation appears
only for large sets, and it is statistically significant for them.
The correlation is consistently negative for all set sizes in the
Mannheim environment. However, its statistical significance
does not show a clear pattern. The results from Table I suggest
that the distribution of the inner reference points proposed
above is beneficial for environments that are large or have
relatively dense collections. Despite it is desirable to avoid the
existence of non-positionable zones, alternative distributions
may be preferable for other environments.

TABLE I: Correlation (ρ) and statistical significance (p-value)
between the mean minimum distance among training points
and the Third quartile of the positioning error (Q3) for
different sizes of the radio map (from 25% to 90% of RPs).

Library Mannheim

%RPs mean k ρ p-value Q3 (m) mean k ρ p-value Q3 (m)

25 2 0.004 0.932 4.740 3 -0.144 0.004 3.898
30 2 0.075 0.135 4.480 3 -0.069 0.167 3.562
35 2 0.122 0.015 4.390 3 -0.120 0.016 3.403
40 2 0.091 0.068 4.171 3 -0.086 0.086 3.319
45 2 0.024 0.628 3.971 3 -0.146 0.003 3.193
50 2 0.060 0.233 3.661 3 -0.131 0.009 3.146
55 2 0.036 0.470 3.576 3 -0.130 0.010 3.071
60 3 -0.036 0.471 3.576 3 -0.077 0.122 2.990
65 3 -0.124 0.013 3.505 3 -0.085 0.088 2.966
70 3 -0.200 0.000 3.466 3 -0.075 0.134 2.926
75 4 -0.313 0.000 3.428 4 -0.152 0.002 2.900
80 4 -0.395 0.000 3.390 4 -0.138 0.006 2.874
85 4 -0.302 0.000 3.322 4 -0.056 0.267 2.864
90 4 -0.279 0.000 3.318 4 -0.131 0.009 2.833

B. Influence of AP Strength on Positioning Accuracy
It is known that the signal strength from an AP logarithmicly

decreases as the distance to the AP increases. Thus, it is
expected that the closer to the emitter the larger the expected
variations in the signals. A radio map should grasp as much
as the signal variations in the environment as possible. Having
reference points close to the emitter increases the likelihood
of incorporating much of those variations.

This subsection explores the correlation between AP prox-
imity to the collection area and the positioning accuracy
of a kNN method. Determining the distance to an AP re-
quires knowing the actual position of the AP. Given that the
knowledge of AP positions is commonly not assumed for
fingerprinting, we inferred proximity from the RSS values.
The RSS values for an AP measured in an area should be
strong if the AP is close to that area or inside it.

Let us assume a radio map RM (training set) and a test
set. Let maxa = max({rp,i,a}) be the strongest RSS value
for the ath detected AP in RM , with 1 ≤ a ≤ m and m being
the number of APs. Let qap (median inferred proximity) be
the Q2 value of {maxa}. Let qpe (positioning accuracy) be
the Q3 value of positioning errors obtained by a kNN method
using the above training and test sets.

Here, we also created 400 random subsets containing the
25% of an original training set (either for the Library or
Mannheim). For each subset RMs, the qaps and qpes were
computed. For qpes, the kNN method used RMs as training
set and the original test set. Then, the Pearson correlation test
was applied on the sets {qaps} and {qpes}, with 1 ≤ s ≤ 400.
The test results are shown in Table II. For the two envi-
ronments, the correlation results were statistically significant.
The low to moderate negative correlation indicates that high
accuracy is associated with low proximity values (weak RSS).
Thus, the results suggest the convenience of distributing some
reference points in zones of the collection area where nearby
APs are may result in large signal variations.

TABLE II: Correlation test results between qap (median in-
ferred proximity) and qpe (positioning accuracy).

Environment ρ p-value

Library -0.37 ≈ 0
Mannheim -0.28 ≈ 0

C. Influence of AP Strength on RSS Regressions
The following experiments addressed the notion of the

convenience of having more reference points close to nearby
APs in relation to the regression or interpolation results.
The goodness of a regression or an interpolation applied to
radio map densification is normally assessed by the difference
between the estimated RSS and their actual values. The
interpolation methods used in the experiments were Natural
Neighbours [51], (Bi)Cubic Interpolation [52], [53] and In-
verse Distance Weighting [54]. The regression methods used
in the experiments were Support Vector Machines (SVM)
[55], Gaussian Process [56], Generalized Linear Models [57],
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Decision Trees (DT) [58], and Ensembles of Decision Trees
[59]. The interpolation and regression methods, hereinafter
only called regression methods, were applied using training
points to fit the model and tests point to compute RSS
estimates. The mean RSS value for an AP and a reference
point was used to train the regression model for an AP and to
later compute the regression residuals. The residuals are the
AP-wise absolute difference between RSS estimates provided
by the regression and the actual RSS used for training.

Table III shows the correlation values between signal
strength and regression residuals for each environment. Let
Sj = {s1, . . . , sn} and Rj = {rj,1, . . . , rj,n} be two sets,
where n is the number of APs detected in that environment.
The value si was computed as the mean RSS value of the
ith AP in the environment, considering all reference points.
The value rj,i was computed as the mean of the residual
values obtained for the ith AP applying the jth regression
method in the environment. The values for the signal strength
and regression residuals used for the correlation test in an
environment are the sets {S1, . . . , Sm} and {R1, . . . , Rm},
where m is the number of regression methods.

TABLE III: Correlation between mean values of signal strength
in the environment and mean values of regression residuals.

Environment ρ p-value

Library 0.88 ≈ 0
Mannheim 0.24 ≈ 0

The correlation is statistically significant for the two
environments. The correlation magnitude is weak for the
Mannheim environment but notable for the Library environ-
ment. The higher the median value of the signal strength in the
environment, the larger the residuals of the regressions. The
correlation difference between the two environments is a likely
result of the dimensions of the environments. The Mannheim
environment is large, and thus the detected signal intensities
for an AP can be very strong in some areas and very weak at
some other areas. Very strong and very weak signal intensities
are not detected for the same AP in the Library environment.

Figure 4 shows the relation between the strength with which
an AP is seen in an environment and the regression goodness.
The investigation was performed for two APs in the Library
environment (one with weak and one with strong RSS values).
The charts from Figure 4 present for each AP includes the
median value for the RSS values of the AP at each reference
point and the median value of the regression residuals at
each reference point. In particular, figure 4a shows regression
residuals of moderate values for the weak AP, while Figure 4b
shows regression residuals for the strong AP that are not only
notably larger than those for the weak AP but also mainly
situated in a specific zone of the environment.

The charts suggest that for weak, far away APs, the re-
gression requires only a few samples to train a model, as
the APs signals are only weakly affected by the environment.
However, the strength values of signals from APs near the
target environment heavily depend on the Line of Sight (LOS)
and Non Line of Sight (NLOS) situations.
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Fig. 4: Mean value of residuals distribution compared to mean
value of RSS for the Library environment.

Table IV presents the spatial auto-correlation test as ob-
tained by Moran’s I [60] for the two antennas addressed
in Figure 4. The table suggests that for APs strongly seen
across the environment the distribution of regression residuals
is not random and tends to organize in clusters; while for APs
weakly seen in the environment the distribution of residuals is
likely random. As stated in the literature [61], the environment
influence is less significant for weak than for strong signals.
Furthermore, the signal in free space follows a logarithmic
decay, i.e., the farther from the AP the slower the decay
rate. The tested regression models fail to account for a spatial
process induced by the environment for strong signals. Thus,
samples are required in zones of LOS and NLOS with respect
to nearby APs, given that the RSS values in those two
situations can be significantly different.

TABLE IV: Spatial auto-correlation (Moran’s I) of regression
residuals.

Behavior Q2 of RSS Q2 of residuals z-score p-value

Weak AP -83 4 0.920 0.357
Strong AP -74 6 7.702 ≈ 0

Given the moderate correlation obtained in some of the
analyses, and that the experiments were only performed in two
environments, a reference point position determination method
is not proposed. However, such determination method may
have the following steps:

1) Place some reference points in the boundaries.
2) Distribute the rest of point maximizing the mean mini-

mum distance among reference points.
3) Adjust the distribution to have some points closer to

nearby APs.
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4) Tend to LOS situations, assuring to place points in LOS
and NLOS situations.

This work recommends the previous method steps as a set of
guidelines that follow after the results of the analyses provided
in this section. The most common approach of placing the
reference points on a grid does not take into account the
environment characteristics. The guidelines suggest adapting
the sampling positions to the environment and highlight the
importance of knowing the position of nearby antennas. Thus,
the following two experiments address the environment aware
regression and its evaluation on the Library environment. We
selected the Library as the evaluation environment because
the benefits from including environment knowledge into a
regression model were expected to be greater for the Library
than for Mannheim, as suggested by the correlations shown in
Table III. Furthermore, the Library environment represents a
medium-size open area with many obstacles (bookshelves), in
which a positioning service is commonly desired.

D. Environment Aware regression assessment

The regression models were generated using the reference
points that defined the boundary of the collection area (see
Figure 2), which represent less than 8% of all available
reference points. The remaining reference points were used
to compute the regression residuals. The experiments only
included APs that had measurements for all reference points.

Figure 5 presents the regression estimates for APs 15, 49
and 8 provided by a baseline that combines Natural Neighbour
interpolation and Gradient Extrapolation and by the proposed
regression model based on Support Vector Machine. For our
proposed Model, the images were smoothed using 9 pixels
square windows convolution.
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Fig. 5: Regression estimates for APs 15, 49 and 8.

Given the small number of training points, the two regres-
sions performed remarkably well for the APs located inside
the collection area, APs 15 and 49. The proposed regression
can clearly capture the influence of obstacles in the radio
map. For an AP outside the collection zone, the difference
between Baseline and Model regression is not significant as
the environment has little impact on the propagation of weak
signals. The proposed model captures such behavior, and thus
its estimates mostly depend on the distance to APs.

Figure 6 presents the regression residuals obtained using the
baseline and our proposed model. The residuals obtained for
the proposed model are consistently better than those from the
baseline. For AP 15, the maximum residual value was about
10 dBm smaller in the proposed model than in the baseline.
For AP 49, the maximum residual values were similar for
the two approaches. However, the proposed model performed
notably better than the baseline regarding percentiles between
the 25th and 75th. For AP 8, the difference in residual values
is less notable than for the previous two AP, which is in part
a result of notably lower residual values.
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Fig. 6: Regression residuals CDF of baseline and our model.

TABLE V: 75th percentile of regression residuals in dB.

AP ID 1 6 8 15 17 49 51 52 54 69

Model 6.7 6.8 4.7 8.8 8.0 7.8 9.5 8.4 8.5 11.5
Baseline 10.7 10.3 6.6 13.6 13.2 12.2 13.2 10.1 11.2 16.2

Difference 4 3.5 1.9 4.8 5.2 4.4 3.7 1.7 2.7 4.7

Table V presents the 75th percentile of regression residuals
for the proposed model and the baseline method. The results
are provided for some relevant APs, i.e., those APs with
valid measurements available for all (106) reference points.
Additionally, we included AP 71 (which had measurements
for 105 points) and one weakly seen AP (AP 8). The proposed
method performs better than the baseline for all selected APs.
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V. EMPIRICAL VALIDATION

This section includes the empirical validation by applying
together the two main contributions of this paper: the con-
venient positions where to collect the reference samples and
the improved RSS regressor to enhance the radio map. For
that purpose, we have used the data collected for the first
month from the Library dataset [42]. It corresponds to a real
environment with several obstacles (bookshelves and people)
whose data collection was independent to this research work.
Traditional: The set 01 from the training set was used as
reference data (radio map), and the sets 02–05 from the
evaluation set were used for evaluation.
Measurement: Only the testing data (sets 01–05) was used for
reference and evaluation. The 8 points highlighted in Figure 2
are used as training data (radio map), whereas the remaining
points are used for evaluation.
Interpolation – Baseline: Similar to Measurement, but Nat-
ural Neighbors interpolation model is applied to increase the
density of data in the training set.
Interpolation – Proposed model: Similar to Measurement,
but our proposed interpolation model is applied to increase
the density of data in the training set.

Following the ISO 18305 Standard for test and evaluation of
localization and tracking systems, we report the results using
the mean, median and 95th percentile (P95) of the positioning
error in Table VI. Additionally, we provide the Third quartile
(Q3) as done in the IPIN Competition [62] and the 90th

percentile (P90).

TABLE VI: Results of the empirical evaluation

Base model. Mean Median Q3 P90 P95

Traditional 3.41 2.83 4.74 6.63 7.94
Measurement 4.26 3.71 5.67 7.98 8.43
Interpolation – Baseline 4.06 3.69 5.67 7.32 8.7
Interpolation – Proposed model 3.94 3.8 5.38 6.82 7.21

As expected, the traditional approach, where multiple ref-
erence positions (24 in this case) are equally distributed in the
operational area, is providing the best overall results, except,
surprisingly, for the P95 metric. The measurement approach
(with 8 reference points) is, as expected, providing the worst
results as a few reference points are located in the periphery.
Both interpolations, the Natural Neighbors and our proposed
model, improve the results of the measurement approach. In
general, our model is providing the best results using the
reduced set of reference points. With a few reference points,
we achieved a mean accuracy below 4 m and percentile errors
close to the traditional approach.

Analysing the CDF plot (Figure 7) we can observe that:
i) below 30th percentile, the traditional approach and both
interpolations perform similarly; ii) between 30th and 80th

percentiles, the traditional approach is clearly the best method
(at the expense of collecting 3 times more reference data); and
iii) the traditional approach and our proposed method have a
similar performance in values above 80th percentile.
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Fig. 7: Positioning accuracy.

VI. CONCLUSIONS

This paper has addressed the reduction of collection efforts
for WiFi fingerprinting with two proposals. The first proposal
is a set of guidelines to determine convenient positions where
to collect WiFi samples. The second proposal is a model
that improves the RSS regression estimates for APs that are
strongly seen in the collection area. The guidelines were
drawn from experiments that analyzed the effect that the
distribution of collection points and the intensity of the APs
in the environment have in (1) the accuracy of an IPS and
(2) in the quality of a regression that could be applied to
enrich the radio map. The guidelines highlight the importance
of situating collection points around the boundaries of the
target environment. Also, zones that are close to APs require
more collection points than others. Thus, the position of an
AP was shown to be an important piece of information for
the determination of collection positions. Furthermore, the
regressions and interpolation methods are shown to provide
very good estimates for AP weakly seen in the environment.

The proposed model considers the influence of obstacles to
improve WiFi RSS regressions for APs strongly seen in the
environment. The model requires an approximate reference
position of the AP whose RSS are to be estimated. The ref-
erence AP position and raw map information of the obstacles
in the environment are used to create the training features
for a Support Vector Machine regression. The regression
proposal provided RSS estimates better than other regression
or interpolation methods in the test environment and selected
(strong) APs. The benefits of the regression proposal were also
tested according to the positioning accuracy of a kNN method.
The kNN was applied (1) using the radio map composed
only by collected samples, (2) using the radio map created
with other regression or interpolation methods, and (3) using
the radio map created with our regression proposal. The best
positioning accuracy was obtained using the third option.

The regression model presented in this paper could be
considered a first step towards the definition of more general
regression models or methods where, for instance, the type of
material could be considered. To the best of this work’s knowl-
edge, there is no interpolation method, regression method,
or tool that allows the direct modeling of the environment
influence (presence of obstacles and walls) on a measured
phenomenon.
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The idea behind the regression model proposed in this paper
could inspire others to include the environment characteristics
into the existent methods that consider the spatial relation
between measurements. We acknowledge that more ambitious
conclusions would have reached with a more comprehensive
evaluation. However, some methods proposed in the literature
are not fully reproducible (some parameters are still missing)
and the set of diverse data sets available for positioning do
not contain enough information to integrate maps. We, the
indoor positioning community, need to adopt and promote
reproducible practices as well as creating rich data sets fol-
lowing international standards and ensuring interoperability.
Further research is still needed to test the proposed method in
a more challenging industrial environments and/or using BLE
as positioning technology.
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[16] S. Ezpeleta, J. Claver, J. Pérez-Solano, et al., “RF-Based Location
Using Interpolation Functions to Reduce Fingerprint Mapping,” en,
Sensors, vol. 15, no. 10, pp. 27 322–27 340, 2015.

[17] J. Racko, J. Machaj, and P. Brida, “Wi-fi fingerprint radio map creation
by using interpolation,” Procedia Engineering, vol. 192, pp. 753 –758,
2017, 12th international scientific conference of young scientists on
sustainable, modern and safe transport.

[18] M. Zhang and W. Cai, “Multivariate polynomial interpolation based
indoor fingerprinting localization using bluetooth,” IEEE Sensors Let-
ters, vol. 2, no. 4, pp. 1–4, 2018.

[19] L. Xie, X. Jin, M. Zhou, et al., “Cost-efficient ble fingerprint database
construction approach via multi-quadric rbf interpolation,” EURASIP
Journal on Wireless Communications and Networking, vol. 2019, 2019.

[20] J Talvitie, M Renfors, and E. S. Lohan, “Distance-Based Interpolation
and Extrapolation Methods for RSS-Based Localization With Indoor
Wireless Signals,” IEEE Transactions on Vehicular Technology, vol. 64,
no. 4, pp. 1340–1353, 2015.

[21] V. Moghtadaiee, S. A. Ghorashi, and M. Ghavami, “New reconstructed
database for cost reduction in indoor fingerprinting localization,” IEEE
Access, vol. 7, pp. 104 462–104 477, 2019.

[22] J. S. Seybold, Indoor Propagation Modeling. Wiley, 2005, ch. 9,
pp. 208–216.

[23] M. U. Ali, S. Hur, and Y. Park, “Locali: Calibration-free systematic
localization approach for indoor positioning,” Sensors, vol. 17, 2017.

[24] A. S. Glassner, An introduction to ray tracing. Elsevier, 1989.
[25] M. Ayadi, N. Torjemen, and S. Tabbane, “Two-dimensional deter-

ministic propagation models approach and comparison with calibrated
empirical models,” IEEE Transactions on Wireless Communications,
vol. 14, no. 10, pp. 5714–5722, 2015.

[26] P. S. Heckhert, “Radiosity in flatland,” Computer Graphics Forum,
vol. 11, no. 3, pp. 181–192, 1992.

[27] M. F. Cohen, D. P. Greenberg, D. S. Immel, et al., “An efficient
radiosity approach for realistic image synthesis,” IEEE Computer
graphics and Applications, vol. 6, no. 3, pp. 26–35, 1986.
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