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Abstract

Multivariate log Gaussian Cox processes are flexible models for multivariate
point patterns. However, they have so far only been applied in bivariate cases.
In this paper we move beyond the bivariate case in order to model multi-
species point patterns of tree locations. In particular we address the problems
of identifying parsimonious models and of extracting biologically relevant
information from the fitted models. The latent multivariate Gaussian field is
decomposed into components given in terms of random fields common to all
species and components which are species specific. This allows a decomposition
of variance that can be used to quantify to which extent the spatial variation
of a species is governed by common respectively species specific factors. Cross-
validation is used to select the number of common latent fields in order to obtain
a suitable trade-off between parsimony and fit of the data. The selected number
of common latent fields provides an index of complexity of the multivariate
covariance structure. Hierarchical clustering is used to identify groups of species
with similar patterns of dependence on the common latent fields.

Keywords: cross correlation, cross-validation, hierarchical clustering, log Gaus-
sian Cox process, multivariate point process, proportions of variance

1 Introduction

In tropical rain forest ecology, hypotheses regarding biodiversity are studied using
large data sets containing locations of thousands of trees for each of hundreds
of species. Statistical methodology based on spatial point processes is now well-
established in such studies where the pattern of tree locations for each species is
regarded as a realisation of a spatial point process (e.g. Seidler and Plotkin, 2006;
Wiegand et al., 2007; Liu et al., 2007; Shen et al., 2009; Law et al., 2009; Lin et al.,
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2011). Often a first step is to fit regression models depending on habitat variables
for the intensity function of each species. Second, variation not accounted for by
the intensity function may be assessed using e.g. the inhomogeneous K-function or
pair correlation function (Waagepetersen, 2007; Waagepetersen and Guan, 2009). A
natural third step after such univariate (single species) analyses is to study possible
interactions between species.

One approach to studying inter-species interactions is to consider cross K or
cross pair correlation functions between all pairs of species possibly conducting
simulation-based tests for the hypothesis of no interaction for each pair of species.
As remarked in Perry et al. (2006) one problem is that it may be hard to grasp the
information in the potentially high number of cross summary statistics and multiple
testing becomes an issue. This essentially bivariate approach further does not provide
insight in the multivariate dependence structure of several species. Finally, from the
non-parametric estimates of K or pair correlation functions it is not possible to study
biologically interesting questions regarding decomposition of variation according to
sources common for several species (e.g. unobserved environmental covariates) and
sources which are species specific (e.g. seed dispersal). To address such questions a
suitable modelling framework is needed. The literature on multivariate spatial point
process models is mainly restricted to the bivariate case, see for example Diggle
and Milne (1983); Harkness and Isham (1983); Högmander and Särkkä (1999); Brix
and Møller (2001); Allard et al. (2001); Diggle (2003); Picard et al. (2009); Liang
et al. (2009); Funwi-Gabga and Mateu (2012). Two exceptions are Diggle et al.
(2005) and Baddeley (2010) who modelled four- and six-variate point patterns using
multivariate Poisson processes. The Poisson process assumption does, however, not
seem appropriate for the clustered patterns of rain forest trees. A third is Illian et al.
(2009) but the hierarchical model developed in this paper is quite specific for a case
where so-called reseeders occur conditionally on locations of resprouters.

In this paper we consider a statistical analysis of two multivariate point pattern
data sets containing locations of respectively six and nine species of trees. The
first data set is the classical Lansing Woods data while the other contains species
from the tropical rain forest plot at Barro Colorado Island. The data sets and the
objectives of the analyses are described in more detail in Sections 1.1–1.2. For the
analyses we develop an inferential framework for in principle an arbitrary number
of species without a known hierarchy. We model multivariate point patterns using
the well-known multivariate log Gaussian Cox processes (LGCPs) (Møller et al.,
1998; Brix and Møller, 2001; Liang et al., 2009). The latent Gaussian fields are
obtained as linear combinations of common Gaussian fields as well as Gaussian fields
specific to each species as in Brix and Møller (2001) who considered the bivariate
case. From a methodological point of view the first specific objective in this paper is
to move beyond bivariate point processes and to address the challenges linked to the
potentially quickly increasing number of parameters that occur for highly multivariate
LGCPs. A second objective is to explore how biologically relevant information can
be extracted from a fitted multivariate LGCP.

The number of parameters in our model depends strongly on the number q of
common latent fields, and we introduce a cross-validation procedure to determine
the number q. This leads to parsimonious models when the selected q is considerably
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Figure 1: Plots of Lansing Woods data.

smaller than the number of species. The selected q provides an index of the complexity
of the multivariate dependence structure and a test for q = 0 yields an overall test
for the hypothesis of independence between all species. Using a decomposition of
the fitted multivariate covariance structure we further quantify to which extent the
spatial distribution of trees is controlled by respectively common and species specific
factors. We finally identify clusters of species with similar patterns of dependence on
the latent common factors.

1.1 Lansing Woods

The Lansing Woods data (Gerrard, 1969) contain locations of 2251 trees in a 19.6
acre square plot. The trees are grouped according to six species (abundances in
parenthesis): black oak (135), hickory (703), maple (514), miscellaneous (105), red
oak (346) and white oak (448). The point patterns of tree locations are shown
in Figure 1. The original objective in Gerrard (1969) was to study a new type of
competition index measuring the degree of competition among trees in a given region.
Such indices are e.g. used to predict the growth of the trees. The Lansing Woods
data were used in Diggle (2003) to demonstrate a range of statistical methods for
spatial point patterns. However, Diggle (2003) did not consider multivariate analyses
of the Lansing Woods data. Baddeley (2010) considered a multivariate Poisson point
process model for the Lansing Woods data and rejected the null hypothesis of no
segregation of species (i.e. the hypothesis of proportional intensity functions). Our
focus is on the multivariate dependence structure of the tree species with the aim
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Table 1: Family name, life form, seed dispersal mode and abundance for nine Barro
Colorado Island species.

Species Family Life form Seed dispersal Abundance

1 Psychotria horizontalis Rubiaceae shrub bird 2640
2 Protium tenuifolium Burseraceae tree big bird/mammal 3090
3 Capparis frondosa Capparaceae shrub bird/mammal 3110
4 Protium panamense Burseraceae tree big bird/mammal 3120
5 Swartzia simplex Fabaceae-papilionoideae understory big bird/mammal 6370
6 Hirtella triandra Chrysobalanaceae midstory big bird/mammal 4550
7 Tetragastris panamensis Burseraceae tree big bird/mammal 4960
8 Garcinia intermedia Clusiaceae tree big bird/mammal 5040
9 Mouriri myrtilloides Melastomataceae shrub bird/mammal 7240

of obtaining a more incisive and parsimonious characterisation of the multivariate
dependence than what is provided e.g. by consideration of the 15 distinct pair and
cross pair correlation functions for the 6 species. We also wish to study whether
the multivariate dependence structure can be related to the three major groups of
species: oaks, hickories and maples.

1.2 Barro Colorado Island

The Barro Colorado Island (BCI) data (Hubbell and Foster, 1983; Condit et al.,
1996; Condit, 1998) contain locations of hundreds of thousands of trees observed
in a 1000 m× 500 m plot. For computational reasons we are not able to handle
a joint analysis of all the hundreds of species found in BCI plot. We therefore
restrict attention to 9 species of intermediate abundance in the range 2500 to 7500.
In addition to the point patterns of trees, a number of covariates are available
regarding topography and soil properties. For each spatial location, the covariate
vector is 11-dimensional and in addition to the constant 1 contains soil potassium
content, pH, elevation, elevation gradient, multi-resolution index of valley bottom
flatness, incoming mean solar radiation, topographic wetness index as well as soil
contents of copper, mineralised nitrogen and phosphorus (plots of tree locations and
selected covariates are provided in Section 1 in the supplementary material). Finally
information of two types of functional traits are available: life form and mode of seed
dispersal (Muller-Landau and Hardesty, 2005; Wright et al., 2007). Table 1 lists the
species and their family names, life forms, modes of seed dispersal and abundances.
Regarding the modes of seed dispersal, big birds are birds of biomass larger than 300 g.
However, the distinction between the classes bird/mammal and big bird/mammal is
not completely clear cut (Dr. Joseph Wright, personal communication).

As for the Lansing Woods data we wish to analyse in detail the multivariate
dependence structure of the nine species. A further aim is to connect this analysis to
the information regarding species families, life forms and modes of seed dispersal.
For instance, we want to study whether species of the same family or life form tend
to be positively correlated or share similar properties regarding the relative influence
of common and species specific factors on their spatial pattern.
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2 Multivariate log Gaussian Cox processes

We consider a multivariate Cox point process (Møller et al., 1998) X = (X1, . . . , Xp),
p > 1, where each component Xi is a Cox process driven by a random intensity
function Λi. That is, conditional on the Λi, the Xi are independent Poisson point
processes each with intensity function Λi. The random intensity functions are of the
form Λi(u) = exp[Zi(u)] with

Zi(u) = µi(u) + Yi(u) + Ui(u), u ∈ R2.

For each i, µi is a deterministic function typically depending on covariates and Yi
and Ui are zero-mean Gaussian random fields. The Ui are assumed to be independent
of each other and of the Yi while the Yi may be correlated across species. The idea
is that the Yi represent effects of e.g. unobserved environmental variables while the
Ui serve to model clustering due to species specific factors such as seed dispersal.
The Ui are assumed to be stationary and isotropic with variance σ2

i and correlation
function ci( · ) so that Cov[Ui(u), Ui(u + h)] = σ2

i ci(‖h‖), h ∈ R2.

2.1 Model for correlated latent fields

Regarding the Yi we assume the following factor-type model

Y(u) = [Y1(u), . . . , Yp(u)]T = αE(u)

where α = [αij]ij is a p× q coefficient matrix, and

{E(u)}u∈R2 = {[E1(u), . . . , Eq(u)]T}u∈R2

is a q-dimensional stationary and isotropic zero-mean Gaussian process with indepen-
dent components El. Without loss of generality we assume that Var[El(u)] = 1 and
we denote by rl( · ) the correlation function of El. Thus the multivariate covariance
function for E is

R(t) = Cov[E(u),E(u + h)] = Diag
[
r1(t), . . . , rq(t)

]
, ‖h‖ = t ≥ 0,

where Diag[a1, . . . , an] means diagonal matrix with diagonal entries a1, . . . , an. It
follows that the multivariate covariance function of Y is C(t) = αR(t)αT =∑q

l=1α·lαT
·lrl(t) where α·l is the lth column in α. Figure 2 shows the structure

of the model in the case p = 3 and q = 2.
Our model for Y is well-known in the signal processing literature where the

problem of estimating α and E from observations of Y is known as blind source
separation (see e.g. Belouchrani et al., 1997). In spatial statistics the model was
first proposed in Gelfand et al. (2004) as a generalisation of the so-called intrinsic or
proportional correlation model (e.g. Section 5.6.4 in Chilès and Delfiner, 1999) which
is obtained when rl = rk for all l, k. Moreover, the model is a special case of the
so-called linear model of coregionalisation (e.g. Section 5.6.5 in Chilès and Delfiner,
1999; Genton and Kleiber, 2014). In case of the proportional correlation model, the
multivariate covariance function C only depends on α through ααT. Hence in this
case one can without loss of generality take α = OD1/2 where ODOT is the spectral
factorisation of ααT. The latent processes El are then known as empirical orthogonal
functions (Wackernagel, 2003).
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Figure 2: Structure of the multivariate log Gaussian Cox process model in the case p = 3
and q = 2.

2.2 Intensity function and multivariate pair correlation
function

The intensity function of Xi is ρi(u) = exp
[
µi(u) + αi·αT

i·/2 + σ2
i /2
]
where αi·

denotes the ith row of α. The matrix g(t) of cross pair correlations of X at lag t has
entries (Møller et al., 1998)

gij(t) = exp
[ q∑

l=1

αilαjlrl(t) + 1(i = j)σ2
i ci(t)

]
.

Large values of
∑q

l=1 α
2
ilrl(t) + σ2

i ci(t) lead to strong intra species correlation for Xi

at lag t. Regarding between species interaction,
∑q

l=1 αilαjlrl(t) < 0 (> 0) implies
repulsion (attraction) between points of Xi and Xj at lag t. The cross pair correlation
function gij and the intensity functions ρi and ρj determine the covariances of counts
Ni(A) and Nj(B) of the points from Xi and Xj falling in subsets A,B ⊆ R2:

Cov[Ni(A), Nj(B)]

= 1(i = j)

∫

A∩B
ρi(u)du +

∫

A

∫

B

ρi(u)ρj(v)[gij(‖u− v‖)− 1]dudv.
(2.1)

Thus in the case i 6= j, gij equal to one implies that counts from respectively Xi and
Xj are uncorrelated.

We model µi( ·) by a linear regression depending on the available covariate vectors
of environmental variables. For the correlation functions rl and ci we introduce
parametric models r( · ;φl) and ci( · ) = r( · ;ψi). The geostatistical literature offers a
wide range of correlation function models, see e.g. Chilès and Delfiner (1999).
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3 Least squares estimation and cross-validation

In this section we first consider a least squares approach to estimate the model
parameters for a fixed q. In the least squares criterion, the dependent variables are
given by log transformed non-parametric estimates of cross pair and pair correlation
functions. Based on the least squares criterion we next introduce a cross-validation
procedure for selecting q. In the case of no species specific latent variation σ2

i = 0,
i = 1, . . . , p, Section 3 in the supplementary material describes an alternative method
of estimation for α based on spectral decomposition. The least squares estimation
and cross-validation methods are assessed in a simulation study in Appendix B.

3.1 Non-parametric estimation

Fitted regression models ρ̂i( · ) are obtained in a standard way using composite
likelihood, see e.g. Waagepetersen (2007) and Waagepetersen and Guan (2009). In a
second step we obtain non-parametric estimates (Baddeley et al., 2000; Møller and
Waagepetersen, 2003) ĝij of the cross pair correlation functions:

ĝij(t) =
1

2πt

∑

u∈Xi∩W,v∈Xj∩W
u6=v

kb(t− ‖u− v‖)
ρ̂i(u)ρ̂j(v)|W ∩Wu−v|

(3.1)

whereW is the observation window, kb is a kernel function depending on a smoothing
parameter (bandwidth) b > 0, | · | is area and Wh denotes the translate of W by the
vector h ∈ R2 (Møller and Waagepetersen, 2003).

3.2 Least squares estimation

For each ij we obtain a parametric model log gij( · ;θ) =
∑q

l=1 βijlr( · ;φl) +
1(i = j)σ2

i r( · ;ψi) where θ = (α,φ,ψ,σ2) with φ = (φl)l, ψ = (ψi)i, σ2 = (σ2
i )i,

βijl = αilαjl, and α = (αij)ij = (α11, α12, . . . , αpq) is the vector of lexicographically
ordered entries in α. To estimate θ we generalise the approaches in Møller et al.
(1998) and Brix and Møller (2001). Consider distinct lags 0 < t1 < · · · < tL where
L ≥ q. Then for each ij we let yij = [log ĝij(tk)]k and

ŷij(θ) = [log gij(tk;θ)]k = R(φ)βij + 1(i = j)σ2
iRU(ψi)

where βij = (βij1, . . . βijq)
T, R(φ) is L × q with klth entry r(tk;φl) and RU(ψi) =

[r(tk;ψi)]k is L× 1.
We then minimise

Q =
∑

ij

[yij − ŷij(θ)]TWij[yij − ŷij(θ)] (3.2)

with respect to θ, where Wij = Diag(wijk, k = 1, . . . , L) is a user-defined weight
matrix of positive weights wijk > 0. One can show (Heinrich and Liebscher, 1997) that
Var log ĝij(tk) ≈ 1/gij(tk). Moreover, contributions from indices ij equal those for ji
so that off-diagonal elements count twice. We hence choose weights wijk = ĝij(tk)/2
when i 6= j and wiik = ĝii(tk).
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3.3 Identifiability

Each cross pair correlation function gij is invariant to a) simultaneous permutation
of the columns in α and the diagonal entries in R(t) and b) multiplication with −1
of a column in α. Hence if one local minimum is found for Q given by (3.2), there
will be q!2q − 1 other local minima with the same value of Q. Rather than imposing
constraints to resolve this identifiability issue our strategy is to restrict attention to
estimates of functions of α which are invariant to the mentioned transformations of
α. However, we need a notion of ‘local identifiability’ stating that the aforementioned
local minima actually exist. In particular one question is how large a q can be used.

To address this question we consider the Hessian matrix (A.1) of Q with respect
to α which is given in Appendix A. Under an appropriate asymptotic setting with
the non-parametric estimates ĝij tending to their true values, the Hessian matrix
converges to 2(dβT/dα)RTR(dβ/dα) where R is a block diagonal matrix with p2
diagonal blocks Diag(

√
wijk, k = 1, . . . , L)R(φ) i, j = 1, . . . , p. Hence, R has full

rank if and only if R(φ) has full rank. This will in general be the case for any
q ≤ L if all φl, l = 1, . . . , q, are distinct. Appendix A also provides the entries in the
pq×p2q matrix dβ/dα. For this matrix to be of full rank it is sufficient (although not
necessary) that all αij 6= 0. Hence if the true φl are all distinct and the true αij are
all non-zero, the object function will at least asymptotically have a local minimum
with respect to α at the true parameter value for any q ≤ L. These theoretical
considerations thus do not rule out consideration of large q. However in practice the
optimisation of the object function becomes increasingly cumbersome for increasing
q and we have restricted attention to q ≤ p.

We minimise the object function Q using a combination of a quasi-Newton
algorithm and a spectral projected gradient method. Specifically we use the R-
procedure optimx with “method” equal to BFGS or spg and supply the analytical
expressions for the gradient and Hessian (the latter for the purpose of evaluating
criteria for local minima), see Appendix A in this paper and Section 2 in the
supplementary material. The choice of the starting point for the minimisation is
crucial. In particular, α = 0 is a stationary point for Q with respect to α since the
derivative of Q with respect to α is always zero when α is the zero vector 0. We used
as starting point a crude estimate of α obtained using a spectral method (Section 3
in the supplementary material) or picked a random starting point centred around 0
if the spectral method failed.

4 Estimation of number of latent factors

To determine q we apply a variant of K-fold cross-validation (e.g. Hastie et al.,
2013). That is, we split the indices ijk, i 6= j, into K sets S1, . . . , SK . For each q and
c = 1, . . . , K we then obtain an estimate θ̂c by minimising (3.2) with wijk replaced
by 0 for ijk ∈ Sc. A cross-validation score is then obtained by

CV (q) =
K∑

c=1

∑

ijk∈Sc

wijk[yijk − ŷijk(θ̂c)]
2. (4.1)
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We do not include diagonal indices iik in the sets Sc. This is because the within
species log pair correlation functions log gii have both species specific components and
components due to the common random factors. They therefore do not provide much
information about q. Including such indices in the Sc further makes the estimation of
the species specific parameters less stable. For a given ij, yijk and yijk′ are strongly
correlated when k and k′ are close. Hence to obtain a sufficient sensitivity of the
cross-validation score we need to leave out blocks of consecutive indices.

To obtain the subsets Sc we arrange the ijk with i < j lexicographically in a
vector (121, 122, . . .) and split this vector into consecutive blocks of length b. These
blocks are then assigned to the different Sc at random. Moreover, if ijk, i < j is
assigned to Sc so is jik. That is, the Sc are symmetric in the sense that ijk ∈ Sc

implies jik ∈ Sc. In a simulation study a value of b equal to 50 % of the number
of lags L worked well. This choice of b is also used in the applications in Section 6.
Often K between 5 and 10 are used (Hastie et al., 2013). We chose K = 8 to use
efficient parallel computing on a server with 8 CPUs. Following the discussion in
Section 3.3 we consider in practice q in the range 0, . . . , p.

5 Inferences regarding multivariate dependence
structure

The first pertinent question is whether species are at all correlated. To assess this
we use the least squares criterion Q with q = 0 as a test statistic and compare the
observed Q with its distribution obtained using a parametric bootstrap (Davison
and Hinkley, 1997) under the model fitted with q = 0.

The cross pair correlation functions or equivalently
∑q

l=1 αilαjlr(t;φl) = Cov[Yi(u),
Yj(u + h)], ‖h‖ = t, determine the sizes of cross covariances of count variables asso-
ciated with the point processes Xi and Xj, i 6= j, cf. (2.1). Our approach provides
parametric estimates of the cross pair correlation functions but this is not a key con-
tribution since essentially the same information is obtained from the non-parametric
estimates ĝij. Our parametric model on the other hand allows us to decompose the
covariances of the latent Gaussian fields into contributions from respectively the
common fields and the species specific fields. For a given spatial lag t and species i
we can consider the proportion of covariance due to the common fields of the log
random intensity function Zi,

PVi(t) =
Cov[Yi(u), Yi(u + h)]

Cov[Zi(u), Zi(u + h)]
=

∑q
l=1 α

2
ilr(t;φl)∑q

l=1 α
2
ilr(t;φl) + σ2

i r(t;ψi)
, ‖h‖ = t. (5.1)

The proportions of variances PVi(t), i = 1, . . . , p can thus be used to group species
according to how much of the variation in the log random intensity function is due
to common factors as opposed to species specific factors. In analogy with Jalilian
et al. (2013) the proportions of variances are further related to a certain R2-type
statistic measuring how big proportion of the variance in Λi is due to the common
latent fields.

Considering the between species correlation structure for a given spatial lag we
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have for i 6= j,

Corr[Zi(u), Zj(u + h)] = Corr[Yi(u), Yj(u + h)]
√
PVi(0)

√
PVj(0).

Thus the correlation between two different log random intensity functions is fac-
tored into the correlation due to the common factors and the square roots of
the proportions of variances. A small PVi(0) thus immediately implies that the
latent field Zi has a small correlation with any other species. To study the im-
plications at the scale of counts of Xi and Xj (Section 2.2) note that N̂i(A) =
E[Ni(A)|Λi] =

∫
A

Λi(u)du can be viewed as the spatially structured part of the
count Ni(A) (Jalilian et al., 2013). For small A and B containing locations u and v,
N̂i(A) ≈ |A|Λi(u) and N̂j(B) ≈ |B|Λj(v). Thus the correlation Corr[N̂i(A), N̂j(B)]
can be approximated by Corr[Λi(u),Λj(v)]. Employing further exp(x) ≈ 1 + x, we
obtain Corr[N̂i(A), N̂j(B)] ≈ Corr[Zi(u), Zj(v)].

Suppose we want to group species according to their pattern of dependence on
the latent factors El. A simple distance measure between species i and j would be
‖αi· −αj·‖ which is invariant to the kind of transformations of α mentioned in Sec-
tion 3.3. The covariance Cov[Yi(u), Yj(u)] = αT

i·αj· or correlation Corr[Yi(u), Yj(u)]
= αT

i·αj·/
√
‖αi·‖2‖αj·‖2 seem less useful in this context. For two species which are

similar in both having small values of ‖αi·‖2 and ‖αj·‖2 for example, the covari-
ance will nevertheless be small. On the other hand, if two species have the same
relative patterns of dependence on the El in the sense αi· = kαj·, k 6= 0, then
|Corr[Yi(u), Yj(u)]| = 1 regardless of k.

In the following applications we will focus on estimation of PVi(0) and the
zero lag cross correlations Corr[Yi(u), Yj(u)] among the common fields. We also
look at the mean cross correlation over a range [0, T ] of lags, i.e.

∫ T

0
Corr[Yi(u),

Yj(u + (0, t)T)]dt/T . We further perform clustering of species using the distances
‖αi·−αj·‖. To obtain confidence intervals for correlations and proportions of variances
we use a parametric bootstrap based on simulations from the fitted model. In the
bootstrap we consider q as known and given by the q selected by cross-validation.
This will lead to some underestimation of variances of parameter estimates but doing
a full bootstrap including selection of q can be very time consuming when the number
of species is large.

6 Multi-species dependence structures in
temperate and tropical forests

In the following sections we return to the applications presented in Sections 1.1
and 1.2.

6.1 A joint analysis of the Lansing Woods data

Covariates are not available for the Lansing Woods data so for the intensity functions
we just fit an intercept for each species. For the correlation of the latent fields we
use the exponential correlation model r( · ;ψ) = exp(−‖ · ‖/ψ) where ψ > 0 is the
correlation scale parameter. We fit seven stationary multivariate log Gaussian Cox
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processes with numbers of latent processes q ranging from 0 to 6. Initially we test
the hypothesis of independent species (q = 0) using a parametric bootstrap. That is,
we simulate 400 datasets under the model fitted with q = 0 and fit the model with
q = 0 to all the simulated datasets. Only 0.25 % of the simulated Q lie above the
observed value 65.3 of Q. Hence we reject the hypothesis of independent species. For
each q the left plot in Figure 3 shows the minimised object function (3.2) while the
right plot shows the cross-validation score (4.1).
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Figure 3: (Lansing data) Left: minimised object function Q. Right: cross-validation scores
CV . In both plots, q = 0, . . . , 6.

The smallest cross-validation score is obtained with q = 4. The object function
drops markedly from q = 0 to q = 3 and then starts to level off. Hence q = 4 seems
to be a good choice for the number of latent processes.

Continuing with the model fitted with q = 4, the left plot in Figure 4 shows the
estimated cross correlations at lag zero for pairs Yi, Yj and Zi, Zj as well as 95 %
parametric bootstrap confidence intervals obtained from 400 simulations of the fitted
model. The indices i, j = 1, . . . , 6 correspond to black oak, hickory, maple, miscel-
laneous, red oak, white oak. Due to the species specific random fields Ui, the cross
correlations are smaller for the Zi than for the Yi. The estimated cross correlations
for species pairs (black oak, maple), (black oak, miscellaneous) and (hickory, maple)
are pretty small. However, due to large sample variation all bootstrap confidence
intervals contain zero. The right plot shows estimated mean cross correlations over
the range [0, 0.25]. Overall the patterns of cross correlations are similar in the two
plots in Figure 4 but some of the confidence intervals in the right plot are narrower
than in the left plot. In particular, zero is not contained in the bootstrap intervals
for the mean cross correlations for the species pairs (black oak, maple), (black oak,
miscellaneous) and (hickory, maple).

The left plot in Figure 5 shows estimated proportions of variances PVi(0) at lag
zero with 95 % parametric bootstrap intervals. According to the estimates, the main
proportion of the variance of Zi is due to the common latent factors for black oak,
hickory, maple and miscellaneous while the common latent factors and the species
specific factors have roughly equal contributions for red and white oak. Thus black
oak seems to be distinct from red and white oak regarding the relative influence of

11



−
1
.0

−
0
.5

0
.0

0
.5

1
.0

ij

c
o
rr

e
la

ti
o
n

1 2 3 4 5
2 3 4 5 6 3 4 5 6 4 5 6 5 6 6

−
1
.0

−
0
.5

0
.0

0
.5

1
.0

ij

in
te

g
ra

te
d
 c

ro
s
s
 c

o
rr

e
la

ti
o
n

1 2 3 4 5
2 3 4 5 6 3 4 5 6 4 5 6 5 6 6

Figure 4: (Lansing data) Left plot: for each (i, j) circles show estimated cross correlations
Corr[(Yi(u), Yj(u)], i, j (first circle) and Corr[Zi(u), Zj(u)] (second circle). Index i, j =
1, . . . , 6 corresponds to black oak, hickory, maple, miscellaneous, red oak, white oak. Vertical
lines show parametric bootstrap confidence intervals. Right plot: estimates and parametric
bootstrap confidence intervals for mean cross correlations of pairs Yi, Yj over lag range
[0, 0.25].
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Figure 5: (Lansing data) Left: estimated proportions of variance PVi(0) due to common
latent factors. Index i = 1, . . . , 6 corresponds to black oak, hickory, maple, miscellaneous,
red oak, white oak. Right: hierarchical clustering based on fitted αi·’s.

common factors on the spatial pattern. However, as for the cross correlations, the
rather wide confidence intervals show that the estimates are quite uncertain.

The right plot in Figure 5 shows a hierarchical clustering of the species based on
the fitted coefficient rows αi·. In agreement with the fitted correlations, black oak
and maple belong to separate clusters. The same holds for the species pairs (black
oak, miscellaneous) and (hickory, maple). The clustering does not support a grouping
into the coarser categories oak, hickory, maple.

The model with q = 4 has 28 parameters (in α and φ) used to fit 15 unique cross
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pair correlation functions gij , i < j. Thus on average 1.9 parameters are used for each
gij , i < j. As an assessment of model fit, Figures 2 and 3 in the supplementary material
show non-parametric estimates of the L- and cross L-functions (e.g. Chapter 4 in
Møller and Waagepetersen, 2003) together with 95 % pointwise envelopes obtained
from simulations of the fitted model. None of these plots disclose any severe deficiencies
of the fitted model.

6.1.1 Analysis without miscellaneous

The miscellaneous category corresponds not to a single species, but to a residual
group of trees belonging to a mixture of less abundant species. For this reason, as
pointed out by a referee, omitting this group in the analysis could potentially lead to
a simpler model and hence smaller uncertainty in the inference. We therefore repeated
the analysis without miscellaneous. In this case the cross-validation identified q = 1
as a suitable number of latent processes (left plot in Figure 6).
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Figure 6: (Lansing data - analysis without miscellaneous) Left: cross-validation scores
for q = 0, . . . , 5. Middle: estimated proportions of variance PVi(0) due to common latent
factors. Index i = 1, 2, 3, 5, 6 corresponds to black oak, hickory, maple, red oak, white oak.
Right: hierarchical clustering based on fitted αi1’s.

This yields a much simpler model than with the previously selected q = 4. In
particular on average only 0.6 parameters are used for each of the 10 unique cross pair
correlation function gij, i < j. The fitted parameters are (α11, α21, α31, α51, α61) =
(−0.68,−0.49, 0.87, 0.16, 0.08). Thus both black oak and hickory have a negative
dependence on the latent field, while maple has a positive dependence on the latent
field. Red and white oak both have a relatively weak dependence on the latent field.
In case of q = 1, the correlations Corr[(Yi(u), Yj(u)] are either precisely one or minus
one depending on whether the corresponding parameters αi1 and αj1 are of the same
or different sign. The fitted correlations Corr[Zi(u), Zj(u)] are quite similar to the
fitted correlations for the same pairs of species obtained in the previous analysis.
However, the bootstrap confidence intervals are much narrower (plots omitted).
Regarding proportions of variance (middle plot in Figure 6) all the fitted proportions
of variance are smaller than those obtained with q = 4. This is consistent with the
much more sparse representation of the correlated latent fields Yi which implies that
more variation is explained by the species specific fields. In particular the proportions
of variances for red oak and white oak are close to zero with much narrower confidence
intervals than in the previous analysis. The grouping from the hierarchical clustering
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is a bit more consistent with the coarser groups oaks, hickory and maple than before,
placing red and white oak in one cluster and with maple forming a single species
cluster. However, there is still a heterogeneous cluster consisting of black oak and
hickory.

6.2 Multivariate dependence and functional traits for
species in the Barro Colorado Island plot

For the Barro Colorado Island data, following Section 3.1, we fit regression models
for the µi terms using composite likelihood for each species separately. In the
subsequent non-parametric estimation of the cross pair correlation functions using
(3.1) the variations due to the observed covariates are filtered out. The non-parametric
estimates thus capture residual correlation due e.g. to unobserved covariates, seed
dispersal and other sources of correlation. As for the Lansing data we use the
exponential correlation model for the latent random fields. In the following we
consider similar analyses as those for the Lansing data. For ease of presentation
we refer to the species by the first part of their genus, see Table 1, adding a t. for
Protium tenuifolium and a p. for Protium panamense.

6.2.1 Statistical analyses

The hypothesis of independent species (q = 0) is rejected with a parametric bootstrap
p-value of 0.5 %. For each q = 0, . . . , 9 the left plot in Figure 7 shows the minimised
object function Q while the right plot shows the cross-validation scores. The smallest
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Figure 7: (BCI data) Left: minimised object function Q. Right: cross-validation scores
CV . In both plots, q = 0, . . . , 9.

cross-validation score is obtained with q = 4. This choice of q is also supported by
the left plot where the decrease in the object function is relatively modest for q > 4.

Proceeding with the model fitted with q = 4, Figure 8 shows estimated cross cor-
relations as well as 95 % parametric bootstrap confidence intervals obtained from 400
simulations of the fitted model. Most of the cross correlations (whether for Y or Z) ap-
pear to be significantly larger than zero. There is some evidence of negative correlation
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between Psychotria and Protium p. while there is no evidence of positive or negative
correlation for the pairs (Psychotria,Protium t.), (Psychotria,Swartzia), (Psycho-
tria,Hirtella), (Psychotria,Tetragastris) and (Psychotria,Garcinia). Integrated cross
correlations show a similar pattern (plot omitted) but with wider confidence intervals
for some species.
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Figure 8: (BCI data) For each (i, j) circles show estimated cross correlations
Corr[(Yi(u), Yj(u)], i, j (first circle) and Corr[Zi(u), Zj(u)] (second circle). Indices i, j =
1, . . . , 9 correspond to Psychotria, Protium t., Capparis, Protium p., Swartzia, Hirtella,
Tetragastris, Garcinia, Mouriri. Vertical lines show parametric bootstrap confidence inter-
vals.

The left plot in Figure 9 shows estimated proportions of variances PVi(0) at lag
zero with 95 % parametric bootstrap intervals. Psychotria and Swartzia have quite
high estimated proportions of variances while Garcinia and Mouriri have the smallest
proportions of variances. As for the Lansing data the estimates are quite uncertain
as indicated by the width of the confidence intervals. However, the proportion of
variance due to the common factors for Garcinia is significantly smaller than the
benchmark value of 0.5. The right plot in Figure 9 shows a hierarchical clustering
of the species based on the fitted coefficient rows αi·. In agreement with the fitted
correlations, Psychotria forms its own cluster.

For the model with q = 4 on average 1.1 parameters are used for each unique gij ,
i < j. Figures 4-7 in the supplementary material provide model assessment using
L-functions as for the Lansing data. Out of 45 unique L or cross L-functions there
only appears to be issues with the two intra-species L-functions for Swartzia and
Garcinia.

6.2.2 Relation to species families, life form and mode of seed dispersal

Protium t., Protium p. and Tetragastris all belong to the family Burseraceae while the
other species belong to distinct families. It is interesting to see that the family related
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Figure 9: (BCI data) Left: estimated proportions of variance due to common latent factors.
Index i = 1, . . . , 9 corresponds to Psychotria, Protium t., Capparis, Protium p., Swartzia,
Hirtella, Tetragastris, Garcinia, Mouriri. Right: hierarchical clustering based on fitted αi·’s.

species Protium t., Protium p. and Tetragastris have fairly similar fitted proportions
of variance and that the hierarchical clustering creates a cluster consisting of precisely
these three species.

Regarding life form there is not a clear pattern in relation to the previous results
as each of the categories trees (Protium t., Protium p., Tetragastris, Garcinia) and
shrubs (Psychotria, Capparis, Mouriri) both display high and low proportions of
variances and do not correspond to groups in the hierarchical clustering.

The spatial pattern of a species is influenced by the mode of seed dispersal (e.g.
Muller-Landau and Hardesty, 2005; Seidler and Plotkin, 2006). The mode of seed
dispersal for Psychotria is bird while it is bird/mammal or big bird/mammal for
the remaining species. This could explain why Psychotria seems to be distinct from
the other species both in terms of correlations and the results of the hierarchical
clustering. Regarding the distinction between bird/mammal and big bird/mammal
there does not seem to be a clear pattern in relation to the fitted proportions of
variances, the fitted correlations or the hierarchical clustering.

7 Discussion

A basic problem with multivariate log Gaussian Cox processes is to model the
cross covariance structure of the latent multivariate Gaussian field. Genton and
Kleiber (2014) is a nice review of approaches to cross covariance modelling. In
practice we need a flexible, interpretable and parsimonious model. The linear model
of coregionalisation has some deficiencies in terms of flexibility. It e.g. enforces
symmetric cross covariances Cov[Yi(u), Yj(v)] = Cov[Yi(v), Yj(u)] but this seems a
minor problem in the considered practical context of modelling point patterns of
tree species. The model components have a reasonable interpretation as explained in
the beginning of Section 2. Parsimony is sought by selection of a hopefully small q
by cross-validation. In both practical examples this results in fairly parsimonious
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models as measured by the number of parameters per unique cross pair correlation
function. Another way to obtain parsimony would be to consider a lasso approach
(Tibshirani, 1996). In this case one would fix q a priori and then use cross-validation
to select a suitable L1 regularisation which would typically result in a number of
entries αil being set to zero. The problem of identifying a suitable q however remains.

Regarding the biological implications of our work, the number of latent processes
q selected by cross-validation gives an index of the complexity of the multivariate
dependence structure. The plots of cross correlations in Section 6 provide compact
presentations of the correlation structure of the species while fitted proportions of
variances quantify to which extent the spatially structured random variation of the
species is governed by common or species specific factors. As shown for the BCI data,
there is further scope for linking proportions of variances and results of hierarchical
clustering to families of species and functional traits such as life forms, reproductive
strategies and growth/mortality patterns.

The hierarchical clustering results did not come with a measure of uncertainty.
Inspired by Kerr and Churchill (2001) one may study the stability of the clustering
by applying the hierarchical clustering to parametric bootstrap simulations from
the fitted models. This is considered in Section 5 of the supplementary material. It
appears that the clustering results are very stable for the abundant BCI species but
less so for the Lansing data where the species are less abundant.
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A Gradient and Hessian matrix for least squares
object function

Let ỹ denote the p2L vector consisting of the ỹijk =
√
wijkyijk concatenated in

lexicographic order (ỹ111, ỹ112, . . .) and let R be the p2L × p2q block matrix with
diagonal L× q blocks Diag[

√
wijk, k = 1, . . . , L]R(φ) and zeros outside the diagonal

blocks. Let further RU (ψ) denote the p2L×p matrix with (iik, i)th entry exp(−tk/ψi),
i = 1, . . . , p, k = 1, . . . , L, and zeros elsewhere. In the following we derive derivatives
and second derivatives of the object function (3.2) with respect to α.
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By the multivariate chain rule, the derivative of Q with respect to α is

g =
dQ

dα
=

dβT

dα

dQ

dβ
= −2

dβT

dα
RT(ỹ −Rβ −RU(ψ)σ2)

and the Hessian matrix is

H =
d2Q

dαTdα
= 2

dβT

dα
RTR

dβ

dα
+

[
∂βT

∂αk1l1∂αk2l2

dQ

dβ

]

k1l1,k2l2

(A.1)

The pq × p2q matrix dβT/dα has entries

∂βjlk
∂αik′

=





2αik i = j = l, k = k′

αlk i = j, i 6= l, k = k′

αjl i = l, i 6= j, k = k′

0 otherwise

and the vector ∂βT/(∂αi1k1∂αi2k2) has entries

∂βjlk
∂αi1k1∂αi2k2

=





2 i1 = i2 = j = l, k = k1 = k2

1 i1 = j, i2 = l, k = k1 = k2

1 i1 = l, i2 = j, k = k1 = k2

0 otherwise.

The remaining derivatives of Q are given in Section 2 of the supplementary material.

B Simulation study

To asses the least squares method for parameter estimation and the cross-validation
method for choosing q we conducted a simulation study on the unit square with
p = 5 and q either zero or two. Regarding parameter estimation, we focused on the
estimation of the proportions of variance PVi(0) and the off-diagonal correlations
Corr[Yi(u), Yj(u)] at lag 0. For both q = 0 and q = 2 we considered σ2 = (1, 1, 1, 1, 1),
ψ = (0.01, 0.02, 0.02, 0.03, 0.04). In the case q = 2,

αT =

[√
1/2 1 −1 0 0
0 0 1 −1 −0.5

]

and φ = (0.02, 0.1). This produced off-diagonal correlations Corr[Yi(u), Yj(u)] ranging
between −0.41 and 0.41 and proportions of variances between 1/5 and 2/3. For
the trend models we used µi(u) = mi where mi was adjusted for each i = 1, . . . , 5
to produce an expected number of 1000 points. For the least squares estimation a
uniform kernel with bandwidth 0.005 was used for the non-parametric estimation of
the cross pair correlation functions at 100 equispaced lags between 0.025 and 0.25.

We first considered parameter estimation in the case q = 2 using the least squares
method assuming q known and equal to the true value. Tables 2 and 3 show quantiles
of estimates of the off-diagonal correlations Corr[Yi(u), Yj(u)] and the proportions
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Table 2: Quantiles of estimates of off-diagonal correlations Corr[Yi(u), Yj(u)] for known
q = 2.

2.5% 0.93 −0.91 −0.36 −0.58 −0.92 −0.36 −0.61 −0.98 0.15 −1
true 1 −0.71 0 0 −0.71 0 0 −0.71 0.71 −1
50% 0.99 −0.7 0.02 0.06 −0.7 0.01 0.07 −0.72 0.67 −0.97
97.5% 1 −0.4 0.57 0.58 −0.41 0.58 0.56 −0.39 0.98 −0.67

Table 3: Quantiles of estimates of proportions of variances CVi(0) for known q = 2.

2.5% 0.11 0.17 0.34 0.18 0.06
true 0.33 0.5 0.67 0.5 0.2
50% 0.29 0.47 0.69 0.62 0.24
97.5% 0.61 0.95 1 1 0.64

of variances PVi(0) obtained from 1000 simulations of the multivariate model. In
general there is good agreement between the true values and the medians of the
estimates.

We next applied the cross-validation method to 200 simulations of the multivariate
model both with q = 2 and q = 0 and using block lengths 10, 20 or 50, see Section 4.
For each simulation and block size we identified the value qs of q with the smallest
cross-validation score. Table 4 shows for q = 2 and q = 0 the empirical distributions
of the differences between qs and the true q. Both for q = 2 and q = 0, the cross-
validation method works best with b = 50. In the case q = 2 and b = 50, qs coincides
with the true q for 41 % of the simulations and differs at most by one from the true
q in 67 % of the cases. For q = 0 and b = 50 the corresponding percentages are 0.76
and 0.90.

We also considered the distribution of the estimates of the off-diagonal Corr[Yi(u),
Yj(u)] and the PVi(0) in the case of unknown q = 2. For each simulation the least
squares method was applied with the selected qs using b = 50 which as shown in
Table 4 sometimes differs markedly from the true q. Quantiles of the simulated
parameter estimates are shown in Tables 5 and 6. For most parameters there is
reasonable agreement between medians of estimates and true values but the estimates
are more variable than for the case of known q.

Table 4: Distributions of differences between selected q = qs and true q.

q b −2 −1 0 1 2 3

2 10 0 0 0.24 0.22 0.23 0.31
2 20 0 0.01 0.36 0.24 0.23 0.16
2 50 0.04 0.04 0.41 0.22 0.16 0.13

q b 0 1 2 3 4 5

0 10 0.32 0.24 0.10 0.12 0.08 0.14
0 20 0.69 0.14 0.06 0.05 0.04 0.01
0 50 0.76 0.14 0.05 0.02 0.03 0
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Table 5: Quantiles of estimates of off-diagonal correlations Corr[Yi(u), Yj(u)] in the case
of unknown q = 2.

2.5% 0.46 −1 −0.61 −1 −1 −0.52 −1 −1 −0.19 −1
50% 0.98 −0.66 −0.02 0.01 −0.65 −0.02 0.01 −0.65 0.58 −0.87
True 1 −0.71 0 0 −0.71 0 0 −0.71 0.71 −1
97.5% 1 −0.19 1 0.61 0.22 1 0.61 −0.22 1 −0.01

Table 6: Quantiles of estimates of proportions of variances PVi(0) in the case of unknown
q = 2.

2.5% 0 0 0 0 0
true 0.33 0.5 0.67 0.5 0.2
50% 0.32 0.51 0.77 0.72 0.32
97.5% 0.96 1 1 1 1
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