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new underwater robot arm was developed through 
intensive cooperation between different academic 
institutions and an industrial company. The 
manipulator, which was initially designed to be 
teleoperated, was adapted for our autonomy 

needs. Its dimensions and weight were reduced, and its kine-
matic model was developed so that autonomous control can 
be performed with it. We compare several commercially 
available underwater manipulators and describe the develop-
ment of the new one, from its initial configuration to its 
mechanical adaptation, modeling, control, and final assembly 
on an autonomous underwater vehicle (AUV). The feasibility 
and reliability of this arm is demonstrated in water tank con-
ditions, where various innovative autonomous object-recov-
ery operations are successfully performed, both in 
stand-alone operation and integrated in an AUV prototype.

Underwater Manipulation 
In the general context of robotics, grasping and manipulation 
remain open research problems. This situation becomes dras-
tically worse in underwater scenarios, where new complexi-
ties arise and increase the difficulty of any physical interaction 
with the environment. The unmodeled underwater currents 

introduce continuous and unexpected motion disturbances 
that strongly affect any manipulation action. Under these very 
hostile conditions, only a few robot systems are endowed with 
semiautonomous manipulation capabilities, mainly focused 
in specialized operations requiring a reasonably structured 
environment, like those devoted to the offshore industries. In 
most cases, hydraulic-powered manipulators controlled 
remotely by expert pilots from a surface vessel are used. Most 
of these underwater arms have considerable dimensions and 
weight, and they require expert operators for their use.

The earlier achievements in the field of underwater inter-
vention date back to the 1990s, when the UNION project [1] 
validated, in simulated conditions, coordinated control and 
sensing strategies to increase the autonomy of intervention 
remote-operated vehicles (ROVs). Simultaneously, the Euro-
pean project AMADEUS [2] demonstrated the coordinated 
control of two 7 degrees of freedom (DoF) arms submerged in 
a water tank. It was not until the turn of century that the first 
field interventions were demonstrated. SWIMMER [3] intro-
duced a hybrid system in which an AUV was in charge of 
transferring a work ROV to a subsea site and connecting it to 
the site’s communication tether, allowing the remote control of 
the vehicle. Later, the ALIVE project [4] demonstrated the 
capability of autonomously navigating, docking, and operating 
an underwater panel. From the control point of view, simula-
tion experiments on redundant motion planning and tracking 
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control under disturbances were performed [5]. In fact, few 
practical setups have been reported, and they are normally 
reproduced only on simplified environments. As described in 
[6], interesting results might be achieved through fully actuat-
ed AUVs carrying multi-DoF manipulators. Here, it is worth 
mentioning the SAUVIM project [7], which recently demon-
strated the autonomous recovery of seafloor objects with a 7 
DoF arm, and the CManipulator project [8], which has 
obtained interesting results on autonomous object grasping 
and connector plugging. In all of these, it is assumed that the 
object to grasp is known in advance in terms of a three-dimen-
sional (3-D) model or special visual features.

This article presents a new lightweight underwater robot 
arm designed (although not limited) to be integrated in a new 
AUV, both constructed under partial support of the Spanish 
Coordinated Research Project RAUVI [9]. The objective of 
the RAUVI project (completed in December 2011) was the 
construction of a new lightweight AUV ready for autono-
mous intervention missions. The new AUV prototype, 
named GIRONA 500 [10], was conceived prior to designing 
the robot arm and, therefore, the physical constraints of this 
vehicle determined the guidelines to be followed in the arm 
mechatronics implementation. Because of the limited avail-
able time and financial resources, the best option was to look 
for an existing prototype in the market with an intention to 
adapt it in a suitable manner to the specific constraints 

imposed by the GIRONA 500 vehicle. This article describes 
the development process and the first experiments carried out 
with the new robot arm. More specifically, this article details 
how an electric manipulator initially designed for teleopera-
tion with ROVs is adapted and enabled for autonomous inter-
vention missions and how this step allows the execution of 
underwater tasks never done before.

Another contribution of this article is an updated compar-
ison of different underwater manipulators commercially 
available on the market. To the best of authors’ knowledge, the 
most recent comparison was by Yuh [11] in a survey on 
AUVs that included a section specifically devoted to mechan-
ical manipulators. This article presents an update of the state 
of this technology (see Table 1).

The Arm Design Process

The Intervention-AUV Requirements
The characteristics of the AUV in which the manipulator is to 
be assembled (the GIRONA 500 AUV [10]) determined most 
of the requirements for the robot, which are the following:  

●● �The robot arm should be able to reach the seafloor with 
the AUV hovering at a minimum altitude of about  
50 cm. 

●● �Each mobile part of the arm should be neutrally buoyant to 
reduce dynamic disturbances on the vehicle. 

Table 1. Commercial underwater lightweight arms. 

Supplier Model 
Air Weight 
(kg) 

Water 
Weight (kg) 

Reach 
(mm) 

Depth 
(m) DoF 

Power 
Technology 

Hydro-lek HLK-MB-4 — 16 806 2,000 4 Hydraulic 

HLK-EH5 10.5 8 795 — 5 Hydraulic 

HLK-HD5 21.5 16.5 819 — 5 Hydraulic 

HLK-RHD5W 30 20 943 — 5 Hydraulic 

HLK-HD6R 29 21 1,120 — 6 Hydraulic 

HLK-HD6 B 27 20 1,535 — 6 Hydraulic 

HLK-CRA6 28 14.5 1,500 — 6 Hydraulic 

HLK-40500 45 32 1500 — 7 Hydraulic 

Int. Submarine Engineering Magnum-5 Mini 13 — 711.2 — 5 Hydraulic 

Kraft TeleRobotics Grips 59 41 1,566 3,000 6 Hydraulic 

CSIP ARM 5E 27 18.5 1,044 3,000 5 Electric 

Schilling Robotics ORION 4R 30 21 682 6,500 4 Hydraulic

ORION 7R 54 38 1,532 6,500 7 Hydraulic

ORION 7P 54 38 1,532 6,500 7 Hydraulic

Western Space and Marine MK37 43 16 940 6,000 7 Hydraulic

Ansaldo (SAUVIM Project) MARIS 7080 55 — 1,400 6,000 7 + 1 Electric 

Mitsubishi Heavy Industries 
(UNION Project)

PA10-7C 40 — 1,317 IP54 7 Electric

PA10-6C 38 — 1,317 IP54 6 Electric

PA10-300 35 — 1,345 IP54 7 Electric

PA10-400 35 — 1,345 IP54 7 Electric
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●● �The arm should be as slender and lightweight as possible to 
be only a small part of the total intervention-AUV (I-AUV) 
weight and, therefore, reduce the dynamic coupling 
between both subsystems. If the mass of the vehicle is 
around 200 kg in air, the robot arm weight in air should 
not be >30 kg. 

●● �The AUV elements should be out of the arm workspace to 
avoid damages on failure of its autonomous control. When 
not operative, the arm should adopt a position that mini-
mizes the water resistance while the vehicle moves through 
the water. 

●● �The arm should be attached to the payload area of the 
vehicle. To balance the vehicle, it is important to place the 
arm as close as possible to the center (this would vertically 
align the center of buoyancy and the center of gravity) and 
as low as possible (this would increase the distance 
between the buoyancy and gravity centers and improve 
the stability). 

●● �Low power consumption is required, as the arm has to be 
connected to the vehicle batteries, and the time for autono-
mous operation has to be maximized. 

●● �It is not required that the arm has a high payload. On the 
contrary, a small payload is preferred to reduce size and 
power consumption. 

Underwater Robot Arms Technologically Available
In the search for an underwater arm with the above 
requirements, Table 1 was developed (November 2009). 
Only arms that were available at the time and that were 
close to the weight and reach requirements were included 
in the table. Although significant advances in hydraulic 
actuation technology were carried out during the last sever-
al years, electrical technology was ultimately chosen 
because of its higher accuracy and the possibility of directly 
connecting to the AUV power supply, reducing weight and 
volume. Among all the available options, the CSIP ARM 5 
E manipulator was selected and later adapted to better suit 
our needs. This led to the new Light-Weight ARM 5 E pre-
sented in this article.

Possible Configurations of the  
GIRONA 500 and ARM 5 E
After selecting the CSIP ARM 5 E, the most suitable assembly 
configuration on the vehicle was analyzed to fulfill the GIRO-
NA 500 and intervention requirements. Three options (illus-
trated in Figure 1) were analyzed. Their respective advantages 
and drawbacks are described in Table 2. The second option 

(a)

(b)

(c)

Figure 1. GIRONA 500–ARM 5 E assembly options. (a) Option 1, 
the arm is placed in the front of the vehicle. (b) Option 2, the arm is 
placed facing downward in the center of the vehicle. (c) Option 3, 
the arm is placed facing downward in the center of the vehicle but 
with the base in a slanted position.

Table 2. Advantages and drawbacks of the  
GIRONA 500–ARM 5 E assembly options.

Option Advantages Drawbacks 

Option 1: The 
arm is placed in 
the front of the 
vehicle 

• �Good for manip-
ulating objects 
on the front of 
the vehicle 

• �Free space for 
the control elec-
tronics cylinder

• �The arm is 
placed very far 
from the center 
of the vehicle

• �Bad for manipu-
lating objects 
below the vehicle 
(vehicle should 
be very close to 
the bottom)

Option 2: The 
arm is placed 
looking down in 
the center of the 
vehicle

• �Good for 
manipulating 
objects on the 
bottom of the 
vehicle 

• �Free space for 
the control elec-
tronics cylinder

• �The arm is 
placed almost at 
the center of the 
vehicle and as 
low as possible

• �The base of the 
arm exceeds the 
limits of the hull

Option 3: The 
arm is placed 
looking down in 
the center of the 
vehicle but with 
the base in a 
slanted position

• �Good for 
manipulating 
objects on the 
bottom of the 
vehicle 

• �The base is 
placed inside 
the hull

• �The arm is 
placed almost at 
the center of the 
vehicle and as 
low as possible

• �The assembly is 
more difficult

• �Little space for 
the control elec-
tronics cylinder
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was selected because of its clear advantages and relatively 
minor drawbacks.

Adaptation of the CSIP ARM 5 E
The weight of the original CSIP ARM 5 E was still too high, 
from a control point of view, to be directly attached to the 
vehicle. If the arm weight is a high percentage of the vehicle 
weight, considerable dynamic coupling between both subsys-
tems would be introduced. To avoid such coupling, a light-
weight version was developed in cooperation with the CSIP 
company, United Kingdom. This effort led to the new Light-
Weight ARM 5 E. Oil compensation was removed, as it was 
not completely necessary for the maximum depth of 300 m 
considered in our projects. The link materials were also 
adapted and covered with foam to increase buoyancy. All 
these actions resulted in reduced arm weight. The final proto-
type and its main characteristics are described in the follow-
ing section.

The CSIP Light-Weight ARM 5 E
The Light-Weight ARM 5 E is an underwater robotic manipu-
lator powered by 24-V brushless geared dc motors. It is com-
posed of four revolute joints and can reach distances up to 
1 m. An actuated robot gripper allows small objects to be 
grasped, and its T-shaped grooves also permit the handling of 
special tools. The arm is made up of aluminum alloy partially 
covered with foam material to guarantee suitable buoyancy. 
The total weight in the air is ~29 kg (including the electronics 
cylinder), whereas in fresh water it decreases to ~12 kg. Table 3 
shows the weights of each part of the arm without considering 
the electronics cylinder. The last row shows the total mobile 
mass. The fixed mass is within the vehicle payload and has lit-
tle effect on vehicle stability. With a total weight in water of 
8.95 kg, the original arm weight was reduced by around 50%.

The arm is capable of lifting 12 kg at a full reach (the origi-
nal arm had a payload of 25 kg), and can descend up to 300 m 
in water. An underwater camera can be mounted either on 
the forearm or on the base link to provide a top view of the 
manipulation area. In our case, a Bowtech DIVECAM-
550C-AL high-resolution color charge-coupled device cam-
era, rated up to 100-m depth, is assembled. A complete 
datasheet of the new arm can be found on the CSIP Web site 
(www.csip.co.uk).

Figure 2 shows a computer-aided design (CAD) model of 
the Light-Weight ARM 5 E and its DoF. With the exception 
of the wrist rotation, the rest of joints are actuated by a pris-
matic mechanism, where the stroke of a cylinder generates a 
joint rotational motion. Table 4 shows some details of the 
motors and the actuation system, together with the range of 
each joint. The high reduction ratio of the joints makes the 
motor velocities significantly higher than the joints’ veloci-
ties, thus decreasing the effect of coupled torques between 
joints. So we can consider the robot as N decoupled single-
input, single-output subsystems and control each joint by 
conventional PID <AU: Please spell out PID.> design. Fur-
thermore, the high reduction ratio also makes them keep 

their position when the arm is not powered underwater. At 
normal operation (motor velocities of up to 2,000 r/min in 
the water and without load), the total current consumption is 
normally <25 W.

It is worth mentioning that all the housings are air filled at 
1 atm with no oil present within the system. This has zero 
pollution risk, with no oil entering the environment in the 
event of accidental damage during the mission. With no 
hydraulics involved, this is a unique system.

The arm’s low-level control and power electronics are 
placed in a housing cylinder that uses a PIC microcontroller 
to: 1) send/receive RS232 data packages to/from the control 
PC and 2) communicate with each motor microcontroller 
through a controller area network (CAN) bus. The RS232 
communication protocol includes fixed-length motor com-
mand and sensor messages. Motor command messages are 
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Figure 2. The CSIP Light-Weight ARM 5 E kinematic model.  
(a) Denavit–Hartenberg (D–H) reference frames. (b) D–H 
parameters. (c) Joint actuation model.

Table 3. Main components’ weights.

Components Air Weight (kg) 
Fresh Water 
Weight (kg)

Slew actuator and 
mounting assembly 

7.8 5.15 

Upper arm 9.8 2.0 

Jaws and lower arm 7.4 1.8 

Total mass 25 8.95 

Total mobile mass 17.2 3.8 
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sent from the PC to the arm and can be either a control 
demand in terms of position, speed or voltage, or a PID set-
ting message. When the arm microcontroller receives a 
motor command message, it performs the corresponding 
control action and sends back to the PC a sensor message 
including the position, speed, current, and temperature of 
each motor as measured by the internal sensors. More details 
on the control architecture are given in the section “Control 
Software Architecture.”

CSIP Light-Weight ARM 5 E Modeling
Figure 2 shows the geometric model of the Light-Weight 
ARM 5 E, together with the Denavit–Hartenberg (D–H) 
parameterization of the model. The arm is composed of a 
total of 5 DoF, and the first four are denoted as slew, shoulder, 
elbow and wrist, whereas the last one (jaw) is the gripper 

actuation system that simply opens and closes the 
jaw without affecting to the end-effector pose. All the 
joints are rotational, although actuated with prismat-
ic mechanisms. The only exception is the wrist rota-
tion that is directly actuated through the gear train.

Workspace and Manipulability
A planar projection of the manipulator workspace 
when mounted in the vehicle is shown in Figure 3. It 
also shows the end-effector Z-axis at sampled points 
on the workspace. For the particular configuration 
of this arm, the end-effector Z-axis indicates the 
direction through which the target object would be 
reached if placed at that point in the workspace (due 
to the reduced number of DoF of the arm, the hand 
orientation can not be controlled at a given point in 
the workspace). It can be observed that the most 

suitable area for manipulation is around 60 cm below the 
arm base link (marked as a red circle in Figure 3). This area 
guarantees the highest distance to the workspace limits. The 
end-effector Z-axis in this area is almost horizontal, thus 
indicating that the most suitable approaching direction for 
grasping with this arm is from the side. Please note that top 
grasps are quite limited with this arm in the current configu-
ration. Top grasps could only be performed on the right-
most area of the workspace, where the motion range is quite 
reduced. The workspace in Figure 3 also illustrates in gray-
scale intensity the volume ( )JJdetw1

T=  of the arm 
manipulability ellipsoid [12], J being the arm jacobian. Light-
er gray indicates higher volume and, thus, higher manipula-
bility. It is worth mentioning that the whole workspace of the 
arm is free of singularities.

As can be deduced from Figure 3, the most suitable posi-
tion for placing an external camera is next to the arm base 
link and facing downward. This configuration guarantees 
that there is an intersection between the camera field of view 
and the arm workspace, allowing the arm to be controlled 
visually during execution of the task.

Arm Odometry
Hall-effect sensors are integrated into the arm motors, thus 
providing very basic position information. Each motor shaft 
revolution corresponds to eight position ticks that are mea-
sured with the hall-effect sensors and sent through the RS232 
channel to the control PC. These position ticks are relative to 
the moment where the arm is powered; they do not provide 
absolute position feedback. It is therefore necessary to relate 
position ticks with respect to an absolute reference and con-
vert position ticks to actual joint angles and vice versa.

If an absolute position measure with respect to the limits 
is available (because of an initialization procedure), this mea-
sure (hall-effect sensors position ticks) is transformed into 
actual joint angles (radians). This is done by first computing 
each actuator stroke (mm) according to the parameters of 
Table 4, and then computing the real angle through each 
joint actuation model. The general joint actuation model is 

Camera
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Figure 3. The arm workspace with the end-effector Z-axis over the 
workspace. Grayscale indicates the manipulability index.

Table 4. Motors and drives.

Actuator Range 

Rated 
Speed 
(r/min) 

Reduction 
Ratio 

Ball 
Screw 
Lead 
(mm/rev) 

Stroke 
(mm) 

Slew 120° 4,000 56-1+ 
27-33 

8 100 

Shoulder 85° 4,000 116-1 8 100 

Elbow 130° 4,000 91-1 8 100 

Wrist Continu-
ous 

4,200 91-1+ 
24-33 

— — 

Jaw full 
open 

150 mm 
between 
tips 

4,200 24-1 2 19 
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illustrated in Figure 2. There is a 
piston with a variable stroke of 
total length l, computed from the 
hall-effect sensors. The joint rota-
tion origin is separated from the 
piston rotation axis a distance d, 
known from the CAD model. 
Finally, the end of the piston is 
attached to the joint at distance r, 
also known, from the joint rota-
tion axis. Knowing these parame-
ters, direct and inverse position 
and velocity models are derived.

Control Software 
Architecture
The low-level control architecture 
is implemented in C++, which 
makes use of the Robot Operating 
System (ROS) [13] for intermod-
ule communications. At the low-
est level, a communications 
module is in charge of receiving 
and sending RS232 data packages 
to the robot according to the 
communication protocol outlined 
in the section “The CSIP Light-Weight ARM 5 E.” Other 
modules interact with this one to send control signals and 
process sensor data. More specifically, the following modules 
are involved (illustrated in Figure 4):

●● �ARM5Coms: This module constantly sends a motor veloci-
ty control signal (in revolutions per minute) to each joint of 
the robot via a RS232 package. It waits until the manipula-
tor controller sends back another data package with sensor 
information. The sensor data include master current, each 
joint current, and the ticks sensed by the hall-effect sensors 
of each motor. These data are suitably processed and made 
available to the rest of modules via ROS topics. Similarly, 
other modules can indicate the velocity reference that will 
be sent to the joints. The RS232 communication channel 
runs at 80 Hz. 

●● �ARM5Init: This package performs the automatic initializa-
tion of the arm. It sequentially moves each joint toward the 
limit by sending a constant motor velocity to the ARM-
5Coms module. Simultaneously, the ARM5Init module is 
constantly monitoring the master current sensor. When 
the master current is higher than a given threshold, the 
motor is stopped, and the Set Zero service of the ARM-
5Control module is called, which is in charge of setting an 
absolute zero for each joint. 

●● �ARM5Teleop: This module is used for arm teleoperation. 
It receives input from a joystick device and maps each 
joystick axis to one of the arm joints. Motor velocity is 
directly sent to the ARM5Coms module. 

●● �ARM5Control: This module is in charge of providing a 
comprehensive view of the arm state to the rest of the 

architecture. First, it implements a virtual joint position 
sensor that transforms hall-effect sensors ticks into abso-
lute joint angles, given with respect to the D–H model. In 
addition, it receives joint velocity references and trans-
forms them into motor revolutions per minute that are 
sent to the communications module. 

●● �ARM5Kinematics: Finally, the kinematics module com-
putes forward and inverse differential kinematics of the 
arm from the D–H model. ARM5Kinematics is the inter-
face with the high-level task control architecture, i.e., at a 
higher level, the arm is controlled in the Cartesian space, as 
will be shown in the experimental results. 

First Experiments with the Light-Weight ARM 5 E
Different experiments are performed to test and validate the 
new arm in realistic conditions. First, it is installed in a water 
tank, attached to a fixed platform. With this setup, the initial-
ization process and Cartesian control are tested. The manipu-
lator is mechanically and electronically attached to an AUV, 
and the autonomous control and stability of the complete sys-
tem are validated through an experimental benchmark: 
recovering a flight data recorder (FDR), commonly called a 
black box, from the bottom of a water tank.

Grasping with the Stand-Alone  
Arm Fixed in a Water Tank
Figure 5 shows the arm performing an autonomous grasp-
ing action in a water tank. The camera (situated next to the 
base link and facing downward) was capturing images and 
computing the pose of the box placed on the floor using 

ARM5Init ARM5Control ARM5Teleop

Joint
Limit

Motor
r/min

Motor
r/min

Joystick
Input

Set
Zero

Joint
Velocity
Control

Joint
Position
Sensor

ARM5Kinematics

Task Control

Cartesian
Velocity

Control (1K)

Cartesian
Position

(FK)

ARM5Coms

Master
Current

Motor
r/min

Hall-
Effect
Ticks

Figure 4. The different modules that compose the low-level control architecture.
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efficient second-order minimization (ESM) template track-
ing [14] and the Dementhon pose estimation algorithm 
[15]. The computed 3-D pose of the target is used to con-
trol the robot in Cartesian coordinates to reach and grasp 
the object. For that, a Cartesian velocity proportional to the 
error between the current end-effector pose and the desired 
grasp position is sent to the manipulator end-effector. The 
grasping action is performed when the end-effector is close 
to the reference position. It is noticeable that a 3-D repre-
sentation of the task is needed for relating the visual tem-
plate to the parts to be manipulated. Please refer to [16] for 
details on how to automatically generate such representa-
tion with a user interface.

These experiments with the fixed arm allowed the valida-
tion of the arm kinematic model and its autonomous control 
in the Cartesian space. It is difficult to assess the accuracy of 
the arm as there is no ground truth easily available. In addi-

tion, eye-hand calibration and visual pose estimation natu-
rally introduce small errors. Therefore, it was decided to 
validate the arm and its controllers with an experimental 
benchmark never achieved before in an underwater scenario: 
introducing a hook in a handle in a complete autonomous 
way, with the manipulator attached to a floating vehicle.

Integration with the GIRONA 500 AUV
Integration with the GIRONA 500 AUV [10] was carried out 
at the Centre d’Investigació en Robòtica Submarina (CIRS) 
water tank (University of Girona). In a first integration effort, 
the arm is mechanically attached to the GIRONA 500 AUV, 
the buoyancy of both subsystems is suitably adapted, and the 
first teleoperation results are obtained in the task of recover-
ing an amphora. This experiment demonstrated the feasibility 
of the mechatronic integration and the possibility to teleoper-
ate the arm for its use in ROVs.

In a second integration effort, the autonomous capabilities 
of the system are demonstrated in the task of searching and 
recovering an FDR from the bottom of a water tank (see Fig-
ure 6). The goal is to attach a hook to the handle of a mockup 
of the black box. It is worth noting the suitability of this 
benchmark for measuring the accuracy of the vehicle-arm 
control as the space of the handle for hooking is <3 cm [see 
Figure 6(a)]. The intervention is carried out as follows: first, 
the vehicle is placed on top of the FDR. Then, the task of the 
AUV is to keep its position and attitude with respect to the 
target object, guided by vision (visual station keeping). This is 
done by controlling the visual error (between current and 
desired object position in the image) to zero by using the 
vehicle thrusters. While station keeping, the arm end-effector 
is controlled toward the handle with visual feedback. It is able 
to autonomously hook the object in different trials. Several 
video sequences of these tasks can be found on the IRSLab 
YouTube channel [17].

Detailed results of these experiments are provided in 
[18]. Concerning arm control, successfully attaching a hook 
in different attempts demonstrates the accuracy of the arm 
and its autonomous control, especially accounting for the 
fact that the vehicle is floating during the task and, thus, 
under some motion. In addition, a vision error due to 

(a)

(b)

Figure 5. The grasping capabilities of the arm in autonomous mode 
on a fixed platform. (a) The underwater arm autonomously grasping 
a black box mockup. (b) Object tracking and grasping as seen 
through the top-mounted camera. 

(a) (b) (c) (d)

Figure 6. The grasping capabilities of the arm in autonomous mode mounted on an I-AUV. (a)—(d) From left, the arm is approaching 
the target while the vehicle performs station keeping. After retrieval of the target, the I-AUV returns to the surface.
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tracking and pose estimation is also intro-
duced in the loop. Even under these 
uncertainties, the hook is successfully 
attached in a space of <3 cm.

Figure 7 shows the Cartesian trajectory 
followed by the arm end-effector in one of 
the experiments, together with the initial 
configuration of the arm, plotted with the 
MATLAB Robotics Toolbox. The trajecto-
ry was divided in three parts by setting 
intermediate goal frames relative to the 
handle (denoted as prehook and hook 
frames). After estimating the pose of the 
object by vision, the intermediate frames 
relative to it are also instantiated with 
respect to the arm base, and, therefore, a 
Cartesian control of the end-effector can 
be performed proportional to the Carte-
sian error between the end-effector pose 
and the different set points. The motion 
disturbances detected on the vehicle are 
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plotted in Figure 8. These correspond to the period when 
the vehicle was doing visual station keeping, and after the 
target object is centered on its desired position in the image.

Figure 9 shows the trajectory of the tracked object in cam-
era coordinates, from its initial position to the final position 
where it is hooked. The initial position is far from the desired 
configuration, and, therefore, the vehicle moved to bring the 
black box handle toward a more appropriate pose. The small 
disturbances around the final configuration show the visual 
displacements that were detected (equivalent to those 
detected by the vehicle sensors and plotted in Figure 8) and 
used to: 1) keep the vehicle pose as much stable as possible on 
top of the target and 2) update the end-effector trajectory 
accordingly.

Discussion
This article describes an innovative implementation of an 
electric underwater manipulator mounted on an AUV. 
Autonomous control and manipulation capabilities are dem-
onstrated through a practical scenario.

The autonomy levels accomplished in this research with 
the Light-Weight ARM 5 E manipulator, applied here to an 
AUV, could be also applied to ROVs. Certain tasks (or part 
of them) could be automated, thus simplifying the pilot task 
and requiring less expertise. In fact, the black box recovery 
task took around 4 min to perform in teleoperation (with a 
nonexpert pilot). The main problem is the difficulty of esti-
mating the distance to the object from the camera perspec-
tive. The autonomous execution took only around 40 s.

The manipulation system is independent of a specific 
vehicle. Its basic version includes the arm and a container 
holding the power electronics. The external interface is a 
12-pin standard connector that carries power, RS232 signals, 
and analog video of the onboard camera. For a complete 
autonomous use, another container with a control PC is 
required. The external interface includes a power connector 

(9–36 V) and an Ethernet connection that can be used for 
configuration or monitoring if needed. Therefore, the integra-
tion in different vehicles is straightforward, assuming that size 
and weight constraints are met.

It is worth mentioning the kind of tasks that can be auto-
mated by the system herein described. In general, any task 
that requires a specific trajectory to be performed with the 
end-effector could be easily performed with the proposed 
system. If visual feedback is required (e.g., grasping, plugging 
a connector, etc.) the current vision system is limited to qua-
si-planar objects for which an appearance image is previously 
available or can be obtained before the intervention. This 
allows the specification in advance of the task. In the context 
of our projects, there is an intermediate step (between 
inspection and intervention) where real images of the site to 
manipulate are available and used for acquiring the target 
object appearance.

The decision concerning the arm and camera place-
ment was a good solution. The I-AUV was very stable, 
with just a few centimeters of motion disturbances when 
the arm was moving (see Figure 8). However, high arm 
velocities were not considered in these experiments to 
minimize the dynamic coupling between the manipulator 
and the vehicle.

Finally, vehicle-arm coordinated motion is not addressed 
in this article, although it is one of the goals in our project 
[19] and will be considered in future work. As an intermedi-
ate solution, a station-keeping vehicle in a closed loop with 
visual feedback is considered.

Conclusions and Future Work
A new underwater robot arm was presented in this article. A 
continuous effort over a period of more than two years was 
necessary to achieve its complete functionality and its success-
ful integration with a new AUV prototype developed under a 
Spanish coordinated project named RAUVI. We described 
the steps that were necessary to adapt the robot arm according 
to the initial requirements, and we also introduced its kine-
matic model that allowed autonomous control to take place. 
Different experiments carried out in a water tank object-
recovery context demonstrated its feasibility and reliability. At 
this moment, autonomous control was performed using visu-
al tracking and servoing techniques. Current research is 
focused on the integration of new contact-based sensors: a 
force/torque sensor and tactile pads would be a convenient 
combination to perform more robust autonomous underwa-
ter grasping and manipulation. Moreover, new grippers and 
robot hands (with more than two fingers) are now under 
exploration to provide improved dexterity and to progress 
toward multipurpose manipulation in underwater domains.

Since March 2010, the three-year project RAUVI, partially 
described in this article, became the core of a more challeng-
ing European project, named FP7-TRIDENT, which focuses 
on cognitive marine robotics for multipurpose intervention 
missions [20]. In addition, another Spanish coordinated and 
funded project, TRITON, was started in January 2012 with 
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the main purpose of applying the results of RAUVI to real 
autonomous intervention tasks at sea and eventually generat-
ing technological transfer.
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