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Abstract

In the last years, in shape retrieval, methods based on Dynamic Time Warping and sequences where each point of the contour is represented by elements of several dimensions have had a significant presence. In this approach each point of the closed contour contains information with respect to the other ones, this global information is very discriminant. The current state-of-the-art shape retrieval is based on the analysis of these distances to learn better ones.

These methods are robust to noise and invariant to transformations, but, they obtain the invariance to the starting point with a brute force cyclic alignment which has a high computational time. In this work, we present the Cyclic Dynamic Time Warping. It can obtain the cyclic alignment in $O(n^2 \log n)$ time, where $n$ is the size of both sequences. Experimental results show that our proposal is a better alternative than the brute force cyclic alignment and other heuristics for obtaining this invariance.
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1. Introduction

Content-based image retrieval is being increasingly demanded in many applications: digital libraries, broadcast media selection, multimedia editing, etc. [1]. The MPEG-7 standard, for instance, is a specification for multimedia content description that defines visual feature descriptors aimed at image retrieval based on their own visual content rather than text [2]. The shape of 2D objects (written characters, trademarks, pre-segmented object contours, 2D/3D object boundaries,
etc.) usually provides a more powerful semantical clue for similarity matching rather than color or texture: humans can recognize characteristic objects from their shape boundary.

Shapes can be represented by their contours using shape descriptors, which can be considered as sequences. These shape descriptors can be formed by concatenation of Freeman codes, 2D points, curvature, etc. Given two of these sequences, the comparison between them is a process which measures how much they differ. Sometimes a natural alignment exists between the elements of both sequences and we can compare them by using a simple distance, such as the Euclidean distance. However, in most situations this does not happen because sequences can suffer some kind of corruption. For this reason, it is necessary to find a correspondence over all possible correspondences between the elements of the sequences. To achieve this there are efficient methods based on dynamic programming [3] such as Edit Distance (ED) [4] and Dynamic Time Warping (DTW) [5].

These (dis)similarity measures combined with shape descriptors must be robust to noise and invariant to transformations such as translation, scaling, rotation, etc. Most of these distortions are relatively easy to manage, but independently of the descriptor, there is a problem which has certain difficulty: the election of the starting point to represent the closed contour as a sequence\(^1\). To solve this there are two approaches: selecting a reference rotation or comparing both sequences by considering every possible starting point. The idea of the selection of a reference rotation [7, 8, 9, 10] consists of finding a canonical rotation for every shape and, from it, selecting a starting point with a defined criteria. However, these techniques in certain situations fail and a good alignment is crucial to achieve suitable results. We can obtain this correct alignment by measuring distances between every possible starting point, that is to say, to do a cyclic alignment. From this the concept of cyclic sequence arises. Cyclic sequences are sequences of values (or elements with several values or dimensions) which have no beginning or end. A cyclic sequence models a set with every possible cyclic shift of the sequence and measuring distances between two cyclic sequences is equivalent to measuring distances between every possible starting of both sequences.

In the last years, in shape retrieval, methods based on DTW and sequences where each point of

\(^1\)In this paper, we only consider closed contours with no occlusions, for a more general approach we refer the reader to [6].
the contour is represented by elements of several dimensions have had a significant presence [11, 12, 13, 14, 15, 16]. In these methods each point of the closed contour contains information with respect to the other ones. This global information is very discriminant as its results have shown. The current state-of-the-art shape retrieval is based on the analysis of the distances that these methods offer to produce other distances that increase the discriminability between different shape groups, what is called context-sensitive learning [16, 17, 18, 19]. In general, all of these research accepts that in order to obtain a good starting point there must be a cyclic alignment, but they use brute force cyclic alignment which has a $O(n^3)$ computational cost (where $n$ is the size of both sequences).

DTW has a high cost and if we have to compute it for every possible starting point, computational cost dramatically increases. Then it seems reasonable to speed up this cyclic alignment. In the case of the ED, Maes proposed in [20] an $O(n^2 \log n)$ time procedure to compute the Cyclic Edit Distance (CED), but, in spite of the similarities between the ED and DTW in their computation, as we see in this paper, the use of this algorithm directly with DTW is not possible.

Keogh et al. [21] also proposed a solution to speed up the cyclic alignment using an indexing approach, but it seems to be suitable just for sequences of one dimension and not, for instance, 96 dimensions as [14] needs.

In this paper, we present an algorithm inspired by [20], the Cyclic Dynamic Time Warping (CDTW). It can obtain the cyclic alignment of DTW in $O(n^2 \log n)$ time and can deal with any number of dimensions in the elements of the sequences. This algorithm significantly speeds up shape retrieval tasks.

This paper is organized as follows. In Section 2, the Edit Distance and the Dynamic Time Warping are revisited. In Section 3, the drawbacks of canonical shift methods are pointed out. A CDTW procedure that provides starting point invariance when comparing sequences of shape descriptors is presented in Section 4. In Section 5, final considerations to take into account in shape retrieval with the proposed method are mentioned. In Section 6, experimental results on image retrieval tasks for several databases compare the different methods. Finally, some conclusions are presented in Section 7.
2. Sequence Comparison: Edit Distance and Dynamic Time Warping

Let $A = a_0a_1 \ldots a_{m-1}$ and $B = b_0b_1 \ldots b_{n-1}$ be two sequences in $\Sigma^*$, where $\Sigma^*$ is the closure under concatenation of a set $\Sigma$, and let $\lambda$ denote the empty sequence, that is to say, a sequence of length 0.

An edit operation is a pair of sequences with a length less than or equal to 1, $(u, v) \neq (\lambda, \lambda)$, denoted by $u \rightarrow v$. Edit operations are classified as deletions $(u \rightarrow \lambda)$, insertions $(\lambda \rightarrow v)$, and substitutions $(u \rightarrow v)$, where $u, v \in \Sigma$. A sequence $B$ results from another sequence $A$ via the edit operation $u \rightarrow v$ if there are two sequences $C$ and $D$ such that $A = CuD$ and $B = CvD$. An edit sequence is a sequence of edit operations, $e = e_1e_2 \ldots e_k$, that transforms $A$ into $B$ if $B$ can be obtained from $A$ by successive application of the edit operations. Edit operations can have a cost by means of a function $\gamma : (\Sigma \cup \{\lambda\}) \times (\Sigma \cup \{\lambda\}) \rightarrow \mathbb{R}^{\geq 0}$ satisfying $\gamma(u \rightarrow v) + \gamma(v \rightarrow z) \geq \gamma(u \rightarrow z)$. The cost of an edit sequence $e = e_1e_2 \ldots e_k$ is defined as $\gamma(e) = \sum_{1 \leq i \leq k} \gamma(e_i)$. An optimal edit sequence from $A$ to $B$ is an edit sequence of minimum cost that transforms $A$ into $B$. The Edit Distance (ED) between $A$ and $B$ is denoted with $ED(A, B)$ and is defined as the cost of an optimal edit sequence from $A$ to $B$.

Wagner and Fisher [4] showed that $ED(A, B) = d(m, n)$, where

$$d(i, j) = \begin{cases} 0, & \text{if } i = j = 0; \\ d(i-1, 0) + \gamma(a_{i-1} \rightarrow \lambda), & \text{if } i > 0 \text{ and } j = 0; \\ d(0, j-1) + \gamma(\lambda \rightarrow b_{j-1}), & \text{if } i = 0 \text{ and } j > 0; \\ \min \left\{ \begin{array}{l} d(i-1, j) + \gamma(a_{i-1} \rightarrow \lambda), \\ d(i, j-1) + \gamma(\lambda \rightarrow b_{j-1}), \\ d(i-1, j-1) + \gamma(a_{i-1} \rightarrow b_{j-1}), \end{array} \right\}, & \text{otherwise.} \end{cases} \quad (1)$$

They also proposed a Dynamic Programming procedure to compute $ED(A, B)$ in $O(mn)$ time [4] by computing the cost of an optimal path in a directed, acyclic graph: the so-called edit graph. This graph is a grid of nodes $(i, j)$, where $0 \leq i \leq m$ and $0 \leq j \leq n$, connected by horizontal, vertical and diagonal arcs, as can be seen in Figure 1. The horizontal arc departing from node $(i, j)$ represents $a_i \rightarrow \lambda$, the vertical arc represents $\lambda \rightarrow b_j$, and the diagonal arc represents $a_i \rightarrow b_j$. Each path from $(0,0)$ to $(m, n)$ is an edit path and its cost is the cost of its associated
Figure 1: Edit graph for $A = 1001$ and $B = 01100$, where $\gamma(0 \rightarrow 1) = 1$ and $\gamma(0 \rightarrow 0) = \gamma(1 \rightarrow 1) = 0$. The optimal edit path is shown with thick arrows.

Edit operations do not naturally arise in all sequence comparison problems. Optimal alignment (also known as Dynamic Time Warping) leads to a better dissimilarity measure when we want to model “elastic deformations”. An *alignment* between $A$ and $B$ is a sequence of pairs $(i_0, j_0), (i_1, j_1), \ldots, (i_{k-1}, j_{k-1})$ such that (a) $0 \leq i_\ell < m$ and $0 \leq j_\ell < n$ for $0 \leq \ell < k$; (b) $0 \leq i_{\ell+1} - i_\ell \leq 1$ and $0 \leq j_{\ell+1} - j_\ell \leq 1$ for $0 \leq \ell < k - 1$; and (c) $(i_\ell, j_\ell) \neq (i_{\ell+1}, j_{\ell+1})$ for $0 \leq \ell < k - 1$. The pair $(i_\ell, j_\ell)$ is said to *align* $a_{i_\ell}$ with $b_{j_\ell}$. The *cost of an alignment* is defined as $\sum_{0 \leq \ell < k} \delta(a_{i_\ell}, b_{j_\ell})$, where $\delta$ is the local distance function. An optimal alignment is an alignment of minimum cost. Figure 2a shows an optimal alignment between two sequences.

The Dynamic Time Warping (DTW) dissimilarity measure, $DTW(A, B)$, is defined as the cost of the optimal alignment between $A$ and $B$, that is to say, $DTW(A, B) = d'(m-1, n-1)[5]$, where

$$
   d'(i, j) = \begin{cases} 
   \delta(a_0, b_0), & \text{if } i = j = 0; \\
   d'(i - 1, 0) + \delta(a_i, b_0), & \text{if } i > 0 \text{ and } j = 0; \\
   d'(0, j - 1) + \delta(a_0, b_j), & \text{if } i = 0 \text{ and } j > 0; \\
   d'(i - 1, j - 1), & \min \left\{ 
   \begin{array}{l}
   d'(i - 1, j - 1), \\
   d'(i - 1, j), \\
   d'(i, j - 1)
   \end{array} 
   \right\} + \delta(a_i, b_j), & \text{otherwise.} 
   \end{cases}
$$

(2)

This equation can be solved by Dynamic Programming in $O(mn)$ time: the problem is reduced to the computation of an optimal path in the *warping graph*, a weighted, acyclic graph with $O(mn)$ arcs. The warping graph is a grid of nodes $(i, j)$, where $0 \leq i < m$ and $0 \leq j < n$, connected by
horizontal, vertical and diagonal arcs as shown in Figure 2b. All arcs ending at node \((i, j)\) have the same cost, \(\delta(a_i, b_j)\). Warping paths start at node \((0, 0)\) and end at node \((m - 1, n - 1)\).

Alignments of pairs of symbols in DTW can be assimilated to substitutions in edit distances, but DTW allows for one-to-many correspondences, which makes it appropriate to model elastic distortions. On the other hand, DTW alignments have no insertions or deletions and may seem preferable to the Edit Distance when these operations do not naturally arise.

Figure 2: (a) An optimal alignment between the sequences \(A = 0111\) and \(B = 0010\), where \(\delta(a_i, b_j) = |a_i - b_j|\). (b) Warping graph underlying the solution procedure of the recursive equation (2). The thick line is the optimal alignment associated to (a).

It is common to impose global restrictions to DTW in order to avoid an alignment too far away from the diagonal of the graph. To achieve this we can use an alignment band that limits which nodes can be visited. In Figure 3, there is an example of Sakoe band [22], the most widely used band. Thus, we can add a fourth constraint (being \(m = n\)): (d) \(|i_l - j_l| \leq s\) for \(0 \leq \ell < k\), where \(s\) is the size of the band. In Figure 3, \(s = 2\).

Figure 3: Sakoe band. White nodes can be visited.
There are two main reasons to use this heuristic. One of them is to speed up computation. The execution of $DTW_s$ (DTW with a Sakoe band of size $s$) has a $O(max(m, n)s)$ computational cost. Second, to prevent pathological paths, that is to say, paths that are aligned with a small part of one sequence to a big part of another. In certain fields of application that is not suitable.

There are also alternative definitions of the DTW with weights that affect the different arcs [23, 24]. We can use a function, $\omega$, that returns the weight for each type of arc, $\omega = (w(1, 0), w(1, 1), w(0, 1))$. The recursive equation for $DTW_\omega(A, B) = d(m - 1, n - 1)$ is then:

$$d(i, j) = \begin{cases} 
   w(1, 1) \cdot \delta(a_0, b_0), & \text{if } i = j = 0; \\
   d(i - 1, 0) + w(1, 0) \cdot \delta(a_i, b_0), & \text{if } i > 0 \text{ and } j = 0; \\
   d(0, j - 1) + w(0, 1) \cdot \delta(a_0, b_j), & \text{if } i = 0 \text{ and } j > 0; \\
   \min \left\{ \begin{array}{l}
   d(i - 1, j - 1) + w(1, 1) \cdot \delta(a_i, b_j), \\
   d(i - 1, j) + w(1, 0) \cdot \delta(a_i, b_j), \\
   d(i, j - 1) + w(0, 1) \cdot \delta(a_i, b_j) 
\end{array} \right\}, & \text{otherwise.}
\end{cases}$$

(3)

If $\omega = (1, 1, 1)$, $DTW_\omega(A, B) = DTW(A, B)$. These weights are particularly interesting for giving more importance to some arcs and can be useful in normalization.

Sometimes normalization by the duration of sequences is necessary because of a high difference between the size of the sequences. A possible definition of the normalized DTW (NDTW) is:

$$NDTW(A, B) = \min_{(i_0, j_0) \cdots (i_{k-1}, j_{k-1})} \frac{\sum_{\ell=0}^{k-1} w(i_\ell - i_{\ell-1}, j_\ell - j_{\ell-1}) \cdot \delta(a_{i_\ell}, b_{j_\ell})}{\sum_{\ell=0}^{k-1} w(i_\ell - i_{\ell-1}, j_\ell - j_{\ell-1})},$$

(4)

where $w(i_0 - i_{-1}, i_0 - i_{-1}) = w(1, 1)$.

If we want to calculate (4) with the computational cost of DTW, denominator cannot depend on the alignment [25]. This happens, for example, with $\omega = (1, 2, 1)$, because in this case denominator is $m + n$ for any alignment. If denominator depends on the alignment we have to use [26].

Dynamic Time Warping does not provide invariance to changes in position, scale, orientation of contours and selection of starting points in the compared shapes. Unless a proper description of the shape is used, the DTW does not lead to good dissimilarity measures. Shape descriptors such as [12, 13, 14] provide all these invariants except the selection of the starting point.
3. Canonical Methods

Before obtaining the shape descriptor from the sequence of points, \( A = a_0a_1 \ldots a_{m-1} \), we can apply a heuristic method to select a starting point. The basic idea of this approach is to find a canonical rotation, and in base of this rotation to choose a starting point. This approach is suitable in restricted domains where major axis is well defined. Shape orientation can be determined by its axis of least second moment of inertia [7, 8, 27], using the following area based equation:

\[
\tan(2\theta) = 2\mu_{11}/(\mu_{20} - \mu_{02}),
\]

being \( \mu_{pq} = \sum x \sum y (x - \bar{x})^p(y - \bar{y})^q I(x, y) \), where \( I(x, y) \) is a binarized image obtained with the area of the shape defined by the contour \( A \), and \( \bar{x} \) and \( \bar{y} \) are the centroids. Another possibility is to use Fourier Descriptors [8, 28, 9] (FDs). The Discrete Fourier Transform of a sequence of points, \( A \), is an ordered set of complex values

\[
\Delta = (\alpha_{-m/2}, \ldots, \alpha_{-1}, \alpha_0, \alpha_1, \ldots, \alpha_{m/2-1}),
\]

where \( \alpha_i = \sum_{0 \leq k < m} a_k e^{-j2\pi ki/m} \) and \( j = \sqrt{-1} \). These coefficients are the FDs and model the contour of a shape as a composition of ellipses revolving at different frequencies [28]. The main ellipse is centered at the contour centroid, \( \alpha_0 \), and translation of the contour only affects this descriptor. Scaling the FDs by a factor scales the shape by the same factor. Rotating the shape by an angle \( \theta \) yields a phase shift of \( \theta \) in the FDs. Changing the starting point \( k \) symbols, that is to say, working on the cyclic shift \( a_k a_{k+1} \ldots a_{m-1} a_0 a_1 \ldots a_{k-1} \), produces a linear phase shift of \( 2\pi ki/m \) to \( \alpha_i \), for \(-m/2 \leq i < m/2\). Invariance to rotation can be obtained by substracting \((\theta_1 + \theta_1)/2 \) (the orientation of the basic ellipse) to each \( \theta_i \). Invariance with respect to the starting point can be achieved by adding \( i(\theta_{-1} - \theta_1)/2 \) to each \( \theta_i \). The shape can be reconstructed to a canonical form.

It should be noted that substracting \((\theta_{-1} + \theta_1)/2 \) to the orientation of all FDs only provides rotation invariance modulo \( \pi \) radians [28], there is an ambiguity. Anyway, let us consider that the rotation ambiguity is not present. The basic idea of the FDs method is that, after normalization, all shapes have a canonical version with a “standard” rotation and starting point, and thus, they can be compared by means of the DTW dissimilarity measure. But invariance is only achieved for different rotations, and starting points of the same shape. Different shapes (even similar ones) may differ substantially in their canonical orientation and starting point. Figure 4 shows three perceptually similar figures (in fact, the second and third ones have been obtained from the first one by slightly compressing the horizontal axis) whose canonical versions are significantly different in terms of orientation and starting point. This problem frequently appears in shapes whose
Figure 4: (a) Original shape and its canonical version using FDs. (b) The same shape compressed in the horizontal axis and its canonical version, which has a different rotation and starting point. (c) A slightly more compressed shape and its canonical version, which is also different.

Figure 5: (a) Canonical version of an elephant with its trunk down. (a) Canonical version of an elephant with its trunk raised. Both canonical versions have been obtained by the method of least second moment of inertia.

A basic ellipse is almost a circle. Besides, shapes of the same category with little differences can substantially alter the starting point selection. Figure 5 shows two elephants, one with its trunk down and the other with its trunk raised, this fact and other little differences modify the canonical rotation of the method of least second moment of inertia, and then, the selection of the starting point.

Although in the bibliography there are other methods, all of them have these problems. Therefore, invariance to starting point election should be provided by a different method.

4. Cyclic Sequence Comparison: Cyclic Edit Distance and Cyclic Dynamic Time Warping

When two signatures have “equivalent” starting points, DTW provides a good dissimilarity measure. However, considering that similar shapes can present very different starting points, it is
useful to consider the problem under the framework of cyclic sequences.

A cyclic shift \( \sigma \) of a sequence \( A = a_0 a_1 \ldots a_{m-1} \) is a mapping \( \sigma : \Sigma^* \to \Sigma^* \) defined as \( \sigma(a_0 a_1 \ldots a_{m-1}) = a_1 \ldots a_{m-1}a_0 \). Let \( \sigma^k \) denote the composition of \( k \) cyclic shifts and let \( \sigma^0 \) denote the identity. Two sequences \( A \) and \( A' \) are cyclically equivalent if \( A = \sigma^k(A') \), for some \( k \).

The equivalence class of \( A \) is \( [A] = \{\sigma^k(A) : 0 \leq k < m\} \), denoted as cyclic sequence, and any of its members is a representative (non-cyclic) sequence. For instance, let 1 and 0 be two elements from the set \( \Sigma \); the set \{0111, 1110, 1101, 1011\} is a cyclic sequence and 1101—or any other sequence in the set—can be taken as its representative.

The Cyclic Edit Distance (CED) between \([A] \) and \([B] \) is defined as

\[
CED([A], [B]) = \min_{0 \leq k < m} \left( \min_{0 \leq l < n} ED(\sigma^k(A), \sigma^l(B)) \right).
\] (5)

Maes [20] showed the following lemma:

**Lemma 1 (Maes).** \( CED([A], [B]) = CED([A], B) = \min_{0 \leq k < m} ED(\sigma^k(A), B) \). \( \square \)

Since \( ED(\sigma^k(A), B) \) can be computed in \( O(mn) \) time, the value of \( CED([A], [B]) \) can be obtained by computing \( m \) edit distances in \( O(m^2n) \) time. Maes proposed a more efficient procedure that computes \( m \) shortest paths in an extended edit graph, an edit graph where one of the sequences is doubled (see Figure 6a). Let \( P(k) \) be a shortest path between nodes \((k, 0) \) and \((k + m, n) \) in the extended edit graph. The edit distance \( ED(\sigma^k(A), B) \) is the cost of \( P(k) \). When computing \( ED(\sigma^k(A), B) \), one can take advantage of the non-crossing property of edit paths [20] (see Figure 6b):

**Property 1 (non-crossing property, Maes).** Let \( j, k, \) and \( l \) be three integers such that \( 0 \leq j < k < l \leq m \), and let \( P(j) \) and \( P(l) \) be two non-crossing paths with minimum cost in the extended edit graph. There is a shortest path \( P(k) \) from \((k, 0) \) to \((k + m, n) \) that lies between \( P(j) \) and \( P(l) \).

This property leads to a Divide and Conquer [3], recursive procedure: when \( P(j) \) and \( P(l) \) are known, \( P((j + l)/2) \) is computed by only taking into account those nodes of the extended edit graph lying between \( P(j) \) and \( P(l) \); then, optimal paths bounded by \( P(j) \) and \( P((j + l)/2) \) and optimal paths bounded by \( P((j + l)/2) \) and \( P(l) \) can be recursively computed. The recursive procedure starts after computing \( P(0) \) (by means of the standard Edit Distance) and \( P(m) \), which
Figure 6: (a) Extended edit graph for $A = 0011$ and $B = 01100$. The optimal path for the cyclic edit distance of $A$ and $B$ is the optimal path among those ones starting and ending at nodes with the same colour. (b) $P(j)$ is the optimal edit path for $\sigma^l(A)$ and $B$, and $P(l)$ is the optimal path for $\sigma^l(A)$ and $B$. Crossing paths can be avoided: if the cost of $q$ is greater than the cost of $q'$, $P(j)$ can be improved by taking $q'$ instead of $q$.

is $P(0)$ shifted $m$ positions to the right. Each recursive call generates up to two more recursive calls and all the calls at the same recursion depth amount to $O(mn)$ time. Total computation time is, therefore, $O(mn \log m)$.

A cyclic alignment between $[A]$ and $[B]$ is a sequence of pairs $(i_0, j_0), (i_1, j_1), \ldots, (i_{k-1}, j_{k-1})$ such that, for $0 \leq \ell < k$, (a) $0 \leq i_\ell < m$ and $0 \leq j_\ell < n$; (b) $0 \leq (i_(\ell+1) \mod k - i_\ell) \mod m \leq 1$ and $0 \leq (j_\ell \mod k - j_\ell) \mod n \leq 1$; and (c) $(i_\ell, j_\ell) \neq (i_(\ell+1) \mod k, j_(\ell+1) \mod k)$. The cost of a cyclic alignment $(i_0, j_0), (i_1, j_1), \ldots, (i_{k-1}, j_{k-1})$ is defined as $\sum_{0 \leq \ell < k} \delta(a_{i_\ell}, b_{j_\ell})$, where $\delta$ is the local dissimilarity function. An optimal cyclic alignment is a cyclic alignment of minimum cost.

The Cyclic Dynamic Time Warping (CDTW) dissimilarity measure $CDTW([A], [B])$ is defined as the cost of the optimal cyclic alignment between $A$ and $B$. First, we show that the optimal cyclic alignment can be defined in terms of alignments between non-cyclic sequences, i.e., in terms of $DTW(\cdot, \cdot)$; then, we present how to adapt the Maes’ algorithm to compute it.

**Lemma 2.** If $m, n > 1$ and $(i_0, j_0), (i_1, j_1), \ldots, (i_{k-1}, j_{k-1})$ is an optimal alignment between two sequences $a_0 a_1 \ldots a_{m-1}$ and $b_0 b_1 \ldots b_{n-1}$, there is at least one $\ell$ such that $i_\ell \neq i_(\ell+1) \mod k$ and $j_\ell \neq j_(\ell+1) \mod k$.

**Proof:** Any alignment including $(i_\ell, j_\ell), (i_\ell+1, j_\ell)$, and $(i_\ell+1, j_\ell+1)$ can be “improved” by removing
(\(i_\ell + 1, j_\ell\)), since \(\delta(a_{i_\ell+1}, b_{j_\ell}) \geq 0\). Analogously, any alignment including \((i_\ell, j_\ell), (i_\ell, j_\ell + 1),\) and \((i_\ell + 1, j_\ell + 1)\) can be “improved” by removing \((i_\ell, j_\ell + 1)\).

**Lemma 3.** The CDTW dissimilarity between a cyclic sequence \([A]\) of length \(m\) and a cyclic sequence \([B]\) of length \(n\), \(CDTW([A],[B])\), can be computed as:

\[
CDTW([A],[B]) = \min_{0 \leq k < m} \left( \min_{0 \leq \ell < n} DTW(\sigma^k(A), \sigma^\ell(B)) \right).
\]  

**Proof:** Trivial when \(m = 1\) or \(n = 1\). Let us consider that \(m, n > 1\) and let \((i_0, j_0), (i_1, j_1), \ldots, (i_{k-1}, j_{k-1})\) be an optimal alignment. Let \(\ell\) be an index such that \(i_\ell \neq i_{(\ell+1) \mod k}\) and \(j_\ell \neq j_{(\ell+1) \mod k}\) (by Lemma 2). The cost of this cyclic alignment is \(DTW(\sigma^{i_{(\ell+1) \mod k}}(A), \sigma^{j_{(\ell+1) \mod k}}(B))\), which is considered by the double minimization, since \(0 \leq i_{(\ell+1) \mod k} < m\) and \(0 \leq j_{(\ell+1) \mod k} < n\).

According to Lemma 3, the value of \(CDTW([A],[B])\) can be trivially computed in \(O(m^2n^2)\) time by performing all cyclic shifts on both sequences, solving \(mn\) recurrences like equation (2).

Now the question is: Is it possible to perform cyclic shifts on only one of the sequences when computing the CDTW like Maes’ algorithm does for the CED? The answer is negative: in general, \(CDTW([A],[B])\) is neither \(\min_{0 \leq k < m} DTW(\sigma^k(A), B)\) nor \(\min_{0 \leq \ell < n} DTW(A, \sigma^\ell(B))\), as the following counter-example shows: being \(\delta(a_i, b_j) = |a_i - b_j|\); the value of \(CDTW([101],[010])\) is 0, since \(DTW(110, 100) = 0\), but \(DTW(101, 010) = 2\) and \(DTW(011, 010) = DTW(110, 010) = DTW(101, 100) = DTW(101, 001) = 1\). Therefore, an equivalent of Maes’ algorithm for the CED computation cannot be directly applied to CDTW dissimilarity computation.

However, a significant speed-up can be achieved as a consequence of the next theorem:

**Theorem 1.** The CDTW dissimilarity between cyclic sequences \([A]\) and \([B]\) can be computed as:

\[
CDTW([A],[B]) = \min_{0 \leq k < m} \left( \min(\ DTW(\sigma^k(A), B), DTW(\sigma^k(A), b_k), B) \right).
\]  

**Proof:** Each alignment induces a segmentation on \(A\) and a segmentation on \(B\). All the values in a segment are aligned with the same value of the other cyclic sequence (Lemma 2). There is a problem when \(b_{n-p-1}b_{n-p} \ldots b_{n-1}\) and \(b_0b_1 \ldots b_q\), for some \(p, q \geq 0\), should belong to the same segment of \(b\). In that case, the optimal path cannot be obtained by simply shifting \(a\), since \(b_{n-1}\)
must be aligned with the last value of $\sigma^k(A)$ and $b_0$ must be aligned with its first value, i.e., they cannot belong to the same segment. The sequence $\sigma^k(A)a_k$ allows the alignment of $b_{n-p}b_{n-p+1}\ldots b_n$ and $b_0b_1\ldots b_q$ with the first value of $\sigma^k(A)$, since $a_k$ also appears at the end of $\sigma^k(A)a_k$. 

**Corollary 1.** $\text{DTW}(\sigma^k(A), B)$, for each $k$, can be obtained as a subproduct of the computation of $\text{DTW}(\sigma^k(A)a_k, B)$. 

**Proof:** The warping graph underlying $\text{DTW}(\sigma^k(A), B)$ is a subgraph of the graph underlying $\text{DTW}(\sigma^k(A)a_k, B)$. The optimal path in $\text{DTW}(\sigma^k(A), B)$ is a path in $\text{DTW}(\sigma^k(A)a_k, B)$. 

In Figure 7 we can see this fact. Besides, it depicts that now the counter-example is not.

![Figure 7: Counter-example mentioned before where the minimum cost is obtained using the proposed solution.](image)

(a) (b) (c)

The value of $\text{DTW}(\sigma^k(A), B)$ and $\text{DTW}(\sigma^k(A)a_k, B)$, for each $k$, can be obtained by computing shortest paths in an extended warping graph similar to the extended edit graph defined by Maes [20] (see Figure 8). Since the non-crossing property of edit paths also holds for alignment paths (see Figure 6b), the divide-and-conquer approach proposed by Maes can be applied to CDTW.

**Theorem 2.** $\text{CDTW}([A], [B])$ can be computed in time $O(mn \log m)$ using the algorithm in Figure 9.

**Proof:** It should be taken into account that, unlike in Maes’ algorithm, the optimal path starting at $(k, 0)$ can finish either at node $(k + m - 1, n - 1)$ or $(k + m, n - 1)$, in other words, we have two paths for each starting node (see Figure 8). Which one should we take for the following
recurrences? In fact, it is indifferent. Due to the non-crossing property, the two new paths that we have to compute in each recurrence cannot cross any of these paths. The divide-and-conquer procedure only needs one path as a limit on both the left and the right, then for each starting node we only need one of them and it does not matter which one. However, to follow a unified criterion we take the path with the minimum cost.

The running time of this algorithm is $O(mn \log m)$: each recursive step divides the search space in two halves and all recursive operations at the same recursion level require total $O(mn)$ time (see Figure 10).

The divide-and-conquer procedure greatly reduces computation time. But, in the CED there is another procedure that reduces even more this time [29]. In this approach, lower bounds based on the cyclic shift of the sequences are used. The difference of the ED between two sequences and the ED between one of these sequences and a cyclic shift of the other is bounded by an insertion and a deletion:

$$|ED(\sigma^{k+1}(A), B) - ED(\sigma^k(A), B)| \leq \gamma(\lambda \rightarrow v) + \gamma(u \rightarrow \lambda).$$  \hspace{1cm} (8)

As [29] explains, this Branch-and-Bound [3] procedure dismisses the calculation between two optimal paths when the lower bound is greater than the minimum cost calculated so far, which for the CED results in an extremely fast method. Nevertheless, this procedure cannot be applied to CDTW. When we make a cyclic shift in a sequence the difference can not be bounded this way, because a shift can completely disrupt the alignment and then the cost of it. It may be seen more
Figure 9: CDTW Algorithm.

**Input:** A, B: sequences

**Output:** $d^* : \mathbb{R}$

var $P$: vector [0..m] alignment paths

begin
  $d^* = \min (DTW(\sigma^0(A), B), DTW(\sigma^0(A)A_k, B))$
  Let $P[0]$ be the optimal path of the alignment obtained in the previous calculation
  Let $P[m]$ be equal to $P[0]$ but moved $m$ nodes to the right
  if $m > 1$ then
    $d^* = \min (d^*, \text{NextStep}(A \cdot A, B, 0, m))$
  return $d^*$
end

function NextStep(AA: sequence, B: sequence, l : \mathbb{N}, r : \mathbb{N}):\mathbb{R}

begin
  $c = l + \lceil \frac{r-l}{2} \rceil$
  $d = \min (DTW(AA_{c+c+m}, B), DTW(AA_{c+c+m+1}, B))$ with $P[l]$ and $P[r]$ known
  if $l + 1 < c$ then
    $d = \min (d, \text{NextStep}(AA, B, l, c))$
  if $c + 1 < r$ then
    $d = \min (d, \text{NextStep}(AA, B, c, r))$
  return $d$
end
Figure 10: Divide-and-conquer procedure to compute the CDTW dissimilarity between the sequences of Figure 8. First, the optimal alignment (path) between $A$ and $B$ and between $\sigma^0(A)a_0$ and $B$ is computed. The first optimal path is used as a left and right frontier in the extended graph: only the white region must be explored to compute the optimal alignment between $\sigma^2(A)$ and $B$ and between $\sigma^2(A)a_2$ and $B$. This idea is recursively applied to the computation of the other optimal alignments, but using also the optimal alignment between $\sigma^2(A)$ and $B$ as a new left or right frontier.
clearly explained by the following example. Let $A = 1110$ e $B = 0001$ be two sequences, where $DTW(A, B) = DTW(1110, 0001) = 3$, being $\delta(a_i, b_i) = |a_i - b_i|$. If we make a cyclic shift in $A$ the following happens, $DTW(\sigma^1(A), B) = DTW(0111, 0001) = 0$. In DTW there are no deletions or insertions, only alignments and to bound them with an operation, at least linear, does not seem possible.

As we mention in Section 2, using global restrictions in DTW can speed up computation and/or prevent pathological paths.

**Theorem 3.** CDTW with Sakoe band between a two cyclic sequences, $[A]$ and $[B]$ can be computed with:

\[
CDTW_s([A], [B]) = \min_{0 \leq k < m} \left( \min(DTW_s(\sigma^k(A), B), DTW_s(\sigma^k(A) a_k, B)) \right).
\]  

\[ (9) \]

**Proof:** Trivial from the definition of the Sakoe band in Section 2 and Theorem 1.

**Theorem 4.** The divide-and-conquer procedure can be used to obtain CDTW with Sakoe band in time $O(sn \log m)$.

**Proof:** For each cyclic shift (or each recurrence of the algorithm) we use a band to the left that we have to combine with the limit on the left. The same for the band and the limit on the right. Combinations lead to new limits on the left and the right. Obviously, for the limit on the left we take the position nearest to the right (path limit or band), the opposite for the limit on the right. With these new determined limits we obtain the optimal path starting at $(k, 0)$ and finishing at node $(k+m-1, n-1)$ or $(k+m, n-1)$. Computational time of this algorithm is finally $O(sn \log m)$.

Although the computational time is lower than the one of CDTW without the band, we are not taking into account that there is an additional computation when we combine bands and paths in each recurrence. Consequently, computational time is only reduced for small values of $s$. Thus, Sakoe band is only useful, in this case, to prevent pathological paths.

Extensions for other weights in the arcs and normalization are shown in Appendix A and Appendix B.
5. Final Considerations to Speed Up Shape Retrieval

In order to speed up cyclic DTW comparisons between the shape descriptors that are mentioned in [11, 12, 13, 14, 15, 16], we have to take into account the following.

As we mention before, these authors accept that the cyclic alignment is the best solution but they use brute force to obtain it with an $O(n^3)$ computational time, being $n$ the size of the sequences. Sequences have the same size due to an equidistant sampling, of usually 100 points. With this sampling they avoid normalization and an intractable problem due to the high size of contours.

In [14], the authors try to avoid brute force by means of another heuristic. They say that (with their shape descriptor) it is often sufficient to try aligning a fixed number of $k$ points, $k$ is obtained experimentally. Therefore, the time complexity is $O(kn^2) = O(n^2)$. In their experiments, for a sampling of 100 points, $k = 8$, and for a sampling of 128 points, $k = 16$ (for different corpuses). As we can see, there is a correspondence between $n$ and $k$. Our proposal is superior, we achieve a $O(n^2 \log n)$, a better time complexity and always with the correct cyclic alignment.

In [21], the authors, using a method similar to their previous work with DTW [30], try to speed up the cyclic alignment as well. They make clusters of sequences based on their similarity, treating every possible starting point as a different sequence and using indexing methods with lower bounds of these clusters. This solution seems to be suitable just for sequences with only one dimension (such as the curvature) and not for much more dimensions [11, 12, 13, 14, 15, 16]. For instance, in [14], 96 dimensions are required. Another problem is that it cannot use more sophisticated local distances (in DTW between elements of the sequences) such as $\chi^2$ [14], due to their lower bound. Our proposal can deal with any number of dimensions and these local distances.

Another important thing is the cost of the local distance. For these shape descriptors [11, 12, 13, 14, 15, 16], that have a high dimensionality in their elements, the local distance has a significant cost in the computational time. It is not the same to compute a local distance between elements of one dimension (such as the curvature) and to compute it between elements of 60 dimensions (such as the Shape contexts [11]). For this reason, it is convenient to compute the $n \times n$ matrix of local distances at the beginning and store it, in order to avoid repeating calculations. We can do this both in brute force cyclic alignment and in CDTW. In the case of DTW with Sakoe band, the fact that not visiting some nodes makes to not having to calculate the corresponding local distances,
that are out of the band (grey nodes in Figure 3). This is not possible in CDTW, there is no way to avoid the computation of local distances with the Sakoe band. For instance, in Figure 8, for a band with $s = 1$, when we compute the alignment starting at $(0, 0)$, we could think that we can avoid calculating, $\delta(a_0, b_2)$, $\delta(a_1, b_3)$ and $\delta(a_1, b_3)$, in the left side of the band. But this is not possible because we must compute those local distances in the other part of the extended graph for other alignments.

Finally, to mention that in the context-sensitive learning methods [16, 17, 18, 19], in a shape retrieval task, for a given query shape, in a first stage we need to compute the distances over the entire database and then, based on these distances, we can obtain with these methods the improved distances. Our algorithm can be used to speed up the computation of the distances in this first stage.

6. Experiments

In order to test the presented algorithm, we performed comparative experiments on a shape retrieval task using three publicly available databases:

- MPEG-7 CE-Shape-1 database part B (MPEG-7B). It contains 1400 shapes (see Figure 11) divided in 70 categories, each category with 20 images [31].

- Silhouette database [32]. It contains 1070 silhouettes (see Figure 12). The shapes belong to 41 categories representing different objects.

- SQUID Demo database [33]. It consists of 1100 contours of marine species (see Figure 13). The original database does not divide the contours into classes. We used the labels of [9], they manually classified 252 images into 10 semantic categories.

All the outer closed contours of the images were extracted as sequences of points. A random starting point in the sequences were also selected and 100 landmark points were sampled uniformly.

We used three well-known shape descriptors, given the sequence of landmark points:

- Curvature [34]. A descriptor with only one dimension for each point.
Figure 11: Some images in MPEG-7 CE-Shape-1 Part B database.

Figure 12: Some images in Silhouette database.
Figure 13: Some images in SQUID database.
- Beam angle statistics (BAS) [35]. A shape descriptor based on the curvature which in spite of having only four dimensions, its results are very competitive. For each point all the \(k\)-curvatures are obtained and four central moments are computed.

- Shape contexts [11]. For each point, a histogram of the relative coordinates of the remaining points is computed, where bins are uniform divisions of log-polar space centred at that point. As in [11], we used five distance bins and 12 angle bins, 60 dimensions.

We chose these shape descriptors to compare our proposal, CDTW, in the following ways. First, to see the improvement of our algorithm in shape retrieval rates with respect to canonical methods and also in time with respect to a brute force cyclic alignment and the canonical methods. These shape descriptors are representative examples from the literature and their results can be extrapolated to other similar methods [12, 13, 14, 15, 16], specially the results with the shape contexts [11]. Second, for measuring the behaviour of the dimensionality, as we say in Section 5, we have to take into account that it is not the same to compute a local distance between elements of one dimension (curvature) and to compute it between elements of 60 dimensions (shape contexts).

With regard to DTW and CDTW, \(\omega = (1, 1, 1)\) was used and the local distance for the curvature was \(\delta(a_i, b_j) = \sqrt{|a_i - b_j|}\), being \(a_i\) and \(b_j\) two curvature values, the same local distance for BAS but for a vector of four dimensions, and for the shape contexts \(\delta(a_i, b_j) = \chi^2(a_i, b_j)\), being \(a_i\) and \(b_j\) vectors of 60 dimensions. The invariance to the mirror transformation was obtained by computing another DTW or CDTW with the shape descriptor of the mirror shape.

In the following we present the shape retrieval results in terms of rates and time. All of them has been obtained with leaving-one-out and an exhaustive search in corpuses.

### 6.1. Retrieval Rates

In Section 3 we comment two representative canonical methods to solve the problem of the invariance to the starting point: least second moment of inertia [7, 8] and Fourier Descriptors [9] (FDs). In this section we compare them with our proposal, in other words, we compare these heuristics with DTW against CDTW. As a base experiment we also show results with DTW without a method to obtain this invariance.

Performance of methods in the shape retrieval task is measured by:
• The bullseye test [2] (only for the MPEG-7 database). It consists in comparing each shape to every other shapes in the database. The retrieval rate for the query object is measured by counting the number of objects from the same category which are found in the first 40 most similar shapes.

• Mean Average Precision (MAP) [36]. For a set of images, MAP approximates the area under the Precision-Recall curve [37]. It has demonstrated to be a measure of quality, with a good discrimination and stability.

Table 1 shows the bullseye test results for the MPEG-7B corpus and Table 2 shows the MAP results, in this case for the three corpuses. CDTW has the best results for all the shape descriptors and corpuses.

Finally, to comment that if we use a context-sensitive learning approach, in particular [19], the bullseye test for the shape contexts and CDTW arrives to 94.15.

<table>
<thead>
<tr>
<th>Bullseye test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Descriptor</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Curvature</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>BAS</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Shape contexts</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 1: Bullseye test to compare methods for obtaining the starting point with several shape descriptors. Bold entries show the best results.
<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Method</th>
<th>Corpus</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>MPEG-7B</td>
<td>Silhouette</td>
<td>SQUID</td>
</tr>
<tr>
<td>Curvature</td>
<td>DTW</td>
<td>36.30</td>
<td>33.54</td>
<td>22.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Moments+DTW</td>
<td>42.34</td>
<td>41.86</td>
<td>20.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FDs+DTW</td>
<td>49.15</td>
<td>45.18</td>
<td>28.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDTW</td>
<td>58.54</td>
<td>59.99</td>
<td>36.76</td>
<td></td>
</tr>
<tr>
<td>BAS</td>
<td>DTW</td>
<td>48.46</td>
<td>41.57</td>
<td>31.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Moments+DTW</td>
<td>75.57</td>
<td>72.54</td>
<td>49.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FDs+DTW</td>
<td>75.64</td>
<td>72.61</td>
<td>50.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDTW</td>
<td>77.51</td>
<td>74.74</td>
<td>50.55</td>
<td></td>
</tr>
<tr>
<td>Shape contexts</td>
<td>DTW</td>
<td>57.58</td>
<td>55.59</td>
<td>40.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Moments+DTW</td>
<td>80.01</td>
<td>80.99</td>
<td>54.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FDs+DTW</td>
<td>80.85</td>
<td>81.54</td>
<td>55.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDTW</td>
<td><strong>82.63</strong></td>
<td><strong>83.97</strong></td>
<td><strong>56.12</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: MAP to compare methods for obtaining the starting point with several corpuses and shape descriptors. Bold entries show the best results.
6.2. Time

In this section, we also present time experiments. Times were measured on a 2.66GHz Intel i7 running under Linux 2.6.32. The algorithms were implemented in C++ and we used the GNU g++ compiler with -O2 optimizations.

Figures 14, 15 and 16 show the total relative time of: FDs+DTW (using FDs for obtaining the starting point, but it can be applied to any canonical method with similar properties) and CDTW, with respect to the brute force cyclic alignment time. The total times shown are for an exhaustive search for all the shapes in the corpuses.

For all the shape descriptors the speed up of CDTW with respect to brute force is very high. In the case of the shape contexts this speed up is a little lower due to the high cost over the computational time of the matrix of local distances. We have to calculate a $\chi^2$ distance for each element of 60 dimensions in the matrix $n \times n$. To get a general idea, comparing with CDTW a query shape against the 1399 remaining samples (MPEG-7B), takes an average time of 2 seconds for the curvature, 2.2 seconds for BAS and 5.5 seconds for the shape contexts, approximately.

In the case of the brute force cyclic alignment and shape contexts this time is prohibitive, 16.3 seconds.

Because of the dimensionality, [12, 13, 14, 15, 16] will also have prohibitive times. CDTW will significantly improve these times, as it happens with the shape contexts.

Regarding DTW and the canonical methods there is little improvement in time with respect to CDTW.

7. Discussion and Future Work

In this work, we have studied the brute force cyclic alignment and canonical methods detecting their drawbacks. As a better alternative we have defined the CDTW dissimilarity and an algorithm to compute it in $O(n^2 \log n)$ for two sequences of length $n$ has been presented.

It has been shown that the CED algorithm cannot be directly extended to CDTW: two conventional DTW dissimilarities must be computed for each cyclic shift of one sequence. Fortunately, one of these dissimilarities can be obtained as a subproduct of the computation of the other. Thus a divide-and-conquer procedure is possible. Based on these problems, we have also defined extensions for global restrictions, other weights in the arcs and normalization.
Figure 14: Relative total time comparison with respect to brute force cyclic alignment for FDs+DTW and CDTW methods with the curvature descriptor and several corpuses.

Figure 15: Relative total time comparison with respect to brute force cyclic alignment for FDs+DTW and CDTW methods with the BAS descriptor and several corpuses.
Figure 16: Relative total time comparison with respect to brute force cyclic alignment for FDs+DTW and CDTW methods with the shape contexts descriptor and several corpuses.

Experiments which were performed on different corpuses show that our proposal drastically speeds up the computation time with respect to the brute force, obviously, offering the same shape retrieval rates. Experiments also show that canonical methods do not offer a significant speed-up with respect to CDTW, in order to sacrifice this correct cyclic alignment.

Our algorithm can be used to significantly speed up the current state-of-the-art shape retrieval [11, 13, 14, 15, 16, 17, 18, 19].

In posterior work we aim to explore indexing methods with CDTW.

Appendix A. Other Weights in the Arcs: $\omega = (1, 1, 1)$ and $\omega \neq (1, 1, 1)$

In Theorem 1, we exposed that there are only two possible cuts in the alignment with $\omega = (1, 1, 1)$, either we cut one of the segments of $B$ (when we choose the cyclic shift) or we do not cut it and the sequence is “cleanly” cut. In the case of other values of $\omega$, there are two more possible cuts. In Figure A.17 there is an alignment that is also in Figure 2, but now with $\omega = (1, 2, 1)$. As we can see in Figure A.17a, there is a difference that is the alignment between $a_3$ and $b_2$. It corresponds to a right angle in the alignment path (see Figure A.17b).
Now, Lemma 2 is not followed (observe that $\omega \neq (1, 1, 1)$). In this case, the alignment includes $(2, 2)$, $(3, 2)$ and $(3, 3)$, but we cannot remove $(3, 2)$ to obtain one of lower cost. If we cut $B$ between $b_2$ and $b_3$, one of these new types of cuts is produced. From now on, we call them N or \( \mathcal{N} \) cut (for the similarities with the capital letter, and its mirror). As we can see in Figure A.17a, in the alignment $(2, 2)$, $(3, 2)$ and $(3, 3)$ there is an \( \mathcal{N} \) cut. For instance, there would be an N cut if $(2, 2)$, $(2, 3)$ and $(3, 3)$ were included in the alignment (the other right angle in the warping graph, Figure A.17b).

These new cuts also invalidate Lemma 3, when $\omega \neq (1, 1, 1)$, because shifting the sequences for all the starting points does not provide a valid solution, as the following counter-example shows. Suppose that we want to compute $DTW_\omega([02], [131])$, being $\delta(a_i, b_j) = |a_i - b_j|$ and $\omega = (1, 3, 1)$. If we cyclically shift both sequences: $DTW_\omega(02, 113) = DTW_\omega(02, 131) = DTW_\omega(20, 131) = DTW_\omega(20, 311) = 4$ and $DTW_\omega(02, 311) = DTW_\omega(20, 113) = 6$. But the correct result for $DTW_\omega([02], [131])$ is 5 as Figure A.18 shows. In Figure A.18a the optimum alignment that is supposedly the result of the cyclic alignment is depicted, however, this is not so because we do not take into account weights in (3) for $i = 0$ and $j = 0$. $a_0$ should appear aligned with $b_2$ as in Figure A.18b.

Nevertheless, to achieve this result we must consider how we leave the graph at node $(m - 1, n - 1)$ to enter at node $(0, 0)$, in other words, we need to know with which weight we leave it. This leads us to find another expression for the DTW. From now on we call this new expression $DTW_2$, because we use it to express the brute force with a cyclic shift of both sequences.
Figure A.18: (a) Optimal alignment between the sequences \(A = 02\) and \(B = 131\), where \(\delta(a_i, b_j) = |a_i - b_j|\) and \(\omega = (1, 3, 1)\). (b) Optimal alignment between the cyclic sequences \(A = [02]\) and \(B = [131]\). Dotted line indicates the alignment that is not in (a) for being a correct cyclic alignment.

**Lemma 4.** The recursive equation for \(\text{DTW}_2(\omega, A, B) = d(m, n)\) is:

\[
\begin{align*}
d(i, j) & = \begin{cases} 
0, & \text{if } i = j = 0; \\
d(i-1, 0) + w(1,0) \cdot \delta(a_i, b_0), & \text{if } i > 0 \text{ and } j = 0; \\
d(0, j-1) + w(0, 1) \cdot \delta(a_0, b_j), & \text{if } i = 0 \text{ and } j > 0; \\
d(i-1, j-1) + & \\
\min \left\{ w(1, 1) \cdot \delta(a_0, b_0), \right. \\
& \left. w(0, 1) \cdot \delta(a_0, b_{m-1}) + w(1, 0) \cdot \delta(a_0, b_0) \right\}, \quad \text{if } i = m \text{ and } j = n; \\
& \left. \begin{cases} 
\min \{ d(i-1, j-1) + w(1, 1) \cdot \delta(a_i, b_j), \}
\end{cases} \right\}, \quad \text{if } i = m \text{ and } j = n; \\
& \left. \min \{ d(i-1, j) + w(1, 0) \cdot \delta(a_i, b_j), \}
\end{cases} \right\}, \quad \text{otherwise.} \\
\end{align*}
\]

(CDTW for arbitrary weights between a cyclic sequence \([A]\) with size \(m\) and a cyclic sequence \([B]\) with size \(n\), \(\text{CDTW}_\omega([A], [B])\), can be computed with:

\[
\text{CDTW}_\omega([A], [B]) = \min_{0 \leq k < m} \left( \min_{0 \leq \ell < n} \text{DTW}_2(\sigma^k(A), \sigma^\ell(B)) \right).
\]

**Proof:** We can take into account \(N\) and \(\mathcal{U}\) cuts with the differences of (A.1) with respect to (3): (i) the case where \(i = m\) and \(j = n\), with it we obtain the suitable weight to enter at node \((0, 0)\); and (ii) the case where \(i = j = 0\) that has as result 0 because we do not need to add here the local distance that was added in the case (i). However, in the case (i) we only consider \(\mathcal{U}\) cuts (although
we could take N cuts), because it is not necessary to consider the other cut, as we can observe in Figure A.19, for another of the cyclic alignments we can obtain an equivalent one. 

![Diagram](image)

**Figure A.19:** Example of alignment with N and V cuts. Although we are only considering N or V in each case, alignments are equivalent. In (a) and (b), dotted lines correspond to the case where \( i = m \) and \( j = n \) in (A.1), in (c) and (d) they would also correspond to this case, supposing we had just considered the N cut instead of the V cut. Although we begin at (0,0), line does not appear in this node to indicate that there is a value 0 at the beginning. (a) Alignment where there is an V cut. (b) Warping graph that corresponds to the alignment in (a). (c) Alignment where there is an N cut. (d) Warping graph that corresponds to the alignment in (c).

According to Lemma 4, \( CDTW_\omega([A], [B]) \) can be computed in \( O(m^2n^2) \) time with all the cyclic shifts of both sequences. But we need to compute it with the cyclic shift of only one of the sequences. Thus, we have to define DTW1.
**Theorem 5.** The recursive equation for $DTW_1(A, B) = d(m, n)$ is:

\[
d(i, j) = \begin{cases} 
0, & \text{if } i = j = 0; \\
(d(i - 1, 0) + w(1, 0) \cdot \delta(a_i, b_0), & \text{if } i > 0 \text{ and } j = 0; \\
(d(0, j - 1) + w(0, 1) \cdot \delta(a_0, b_j), & \text{if } i = 0 \text{ and } j > 0; \\
\min \begin{cases} 
\delta(a_i, b_j), & \text{if } i = m \text{ and } j = n; \\
\delta(a_i, b_j), & \text{if } i = m \text{ and } j \neq n; \\
\delta(a_i, b_j), & \text{otherwise.}
\end{cases}
\end{cases}
\] (A.3)

CDTW for arbitrary weights between a cyclic sequence $[A]$ and a cyclic sequence $[B]$ can be computed with:

\[
CDTW_w([A], [B]) = \min_{0 \leq k < m} DTW_1(\sigma^k(A), B).
\] (A.4)

**Proof:** In (A.3), (7) and (A.1) are unified. On one hand, in the case $i = m$ and $j \neq n$, the concatenation with the first element of the sequence is done (see (7)), that is to say, there is a new column in the graph (see Figure 7c). On the other hand, in the case $i = m$ and $j = n$, how we enter at node $(0, 0)$ is considered. \(\square\)

In Figure A.20 we can see the example of Figure A.18 with the solution using Lemma 4 and Theorem 5.

The extension of the Divide-and-Conquer procedure with CDTW using arbitrary weights is not complicated. We only translate to the extended graph the specific cases in which $N$ and $V$ cuts are treated (A.3), the case $i = j = 0$ and the case $i = m$ and $j = n$, for each of the cyclic shifts. In Figure A.21, an example is depicted.
Figure A.20: (a) Optimal alignment between cyclic sequences $A = [02]$ and $B = [131]$, where $\delta(a_i, b_j) = |a_i - b_j|$ and $\omega = (1, 3, 1)$. (b) Warping graph corresponding to (a) that is obtained using (A.1). The graph corresponds to the cyclic minimization of both sequences. Although we begin at $(0,0)$, line does not appear in this node to indicate that there is a value 0 at the beginning, as (A.1) indicates. (c) Warping graph corresponding to (a) that is obtained using (A.3). The graph corresponds to the cyclic minimization of the sequence $A$.

Figure A.21: Extended warping graph for arbitrary weights. With the cyclic sequences $A = [0011]$ and $B = [1110]$, where $\delta(a_i, b_j) = |a_i - b_j|$ and $\omega = (1, 1, 1)$. The optimal alignment for $[A]$ and $[B]$ is the path with minimum cost starting from any colored node in the lower row and ending at a node containing the same color in the upper row (all candidate paths are shown with thick lines).
Appendix B. Normalization

Following [26] and using DTW1 (see Appendix A), we can define the normalized CDTW (NCDTW), of \([A]\) and \([B]\) for arbitrary weights, \(\omega\), as:

\[
NCDTW_\omega([A], [B]) = \min_{0 \leq k < m} NDTW_\omega(\sigma^k(A), B) = \min_{A \in [A]} \min_{p \in P} \frac{W(p)}{L(p)}.
\]

(B.1)

Thus, problems are:

**Problem N.**

\[
d^*(\lambda) = \min_{A \in [A]} \min_{p \in P} (W(p) - \lambda L(p)), \quad W, L : \mathcal{P}; \quad L(p) > 0, \quad \forall p \in \mathcal{P}.
\]

(B.2)

Problem N can be solved by means of Problem \(N(\lambda)\):

**Problem N(\lambda).**

\[
d^*(\lambda) = \min_{A \in [A]} \min_{p \in P} (W(p) - \lambda L(p)), \quad W, L : \mathcal{P}; \quad L(p) > 0, \quad \forall p \in \mathcal{P}.
\]

(B.3)

Using the Divide-and-Conquer procedure the computational time is \(O(tmn \log(m))\), being \(t\) the number of iterations.
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