Effect of strain and variable mass on the formation of antibonding hole ground states in InAs quantum dot molecules
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Using four-band $k\cdot p$ Hamiltonians, we study how biaxial strain and position-dependent effective masses influence hole tunneling in vertically coupled InAs/GaAs quantum dots. Strain reduces the tunneling and hence the critical interdot distance required for the ground state to change from bonding to antibonding. The reduced spin-orbit interaction in the GaAs matrix, which we account for using position-dependent Luttinger parameters, has the opposite effect. This compensation results in the critical distance being little affected. The possibility to induce the bonding-to-antibonding transition using longitudinal magnetic fields is also investigated. Luttinger-Kohn Hamiltonian predicts a magnetic enhancement of the heavy hole-light hole coupling which, in turn, leads to such transition. No such effect is, however, observed in magnetophotoluminescence experiments. An alternative implementation of the magnetic field in the envelope function Hamiltonian is given which retrieves the experimental behavior.
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I. INTRODUCTION

More than a decade since they were first synthesized, artificial molecules made of coupled semiconductor quantum dots (CQDs) are still under intense research.\(^1,2\) This is largely due to their widely tunable electronic structure. The tunnel coupling between a pair of QDs can be modulated by means of structural design\(^3\) or after growth using external fields.\(^4,5,6\) The possibility to vary the strength of the molecular bond at will is not only useful for the development of applications in different fields, such as quantum information technology\(^7\), quantum optics\(^8\), spintronics\(^9,10\), or light harvesting,\(^11,12\) but it has also unveiled new physics which had never been observed in natural molecules.

A most prominent example is the recent discovery of a molecular ground state of antibonding character in $p$-charged InAs/GaAs CQDs.\(^13\) This kind of state had been anticipated by atomistic calculations.\(^14–17\) An understanding of its origin and the conditions for it to occur were provided by some of us using multiband $k\cdot p$ theory.\(^18\) Unlike in single QDs, where valence holes are well described as heavy holes (HHs), mixing with light holes (LHs) becomes relevant in vertically coupled QDs. The simplest description of holes accounting for this mixing is the four-band Luttinger-Kohn (LK) Hamiltonian, which includes mixing of HH and LH subbands.\(^19\) Within this model one can show that the tunneling rate of holes is mainly given by the tunneling of HH orbitals. However, there is an additional correction induced by the HH-LH interaction which opposes the HH tunneling. When the QDs are closely spaced, the correction is negligible. However, when the interdot distance increases and HH tunneling becomes small, the correction starts dominating. At this point the net tunneling rate becomes negative and the molecular ground state is essentially an antibonding wave function.\(^13,18\)

The realization of antibonding ground states suggests opportunities to engineer new optoelectronic devices, and it has motivated a number of subsequent studies. Hsieh et al.\(^20\) investigated the implications for hole spin-based qubits. Implications for charged based qubits were also explored.\(^21\) Chwiej and Szafar\(^22\) showed that the split-off band had a minor influence on the formation of antibonding ground states. Climente predicted that the bonding-to-antibonding ground-state transition could be induced reversibly using magnetic fields.\(^23\) Yakimov et al.\(^24\) showed that a similar behavior can be expected in diamond structure semiconductors, namely, Ge/Si CQDs. An antibonding hole ground state has been also detected very recently in GaAs/AlGaAs CQDs.\(^25\)

Despite this progress, an important question remains open. To date, all the $k\cdot p$ simulations studying InAs/GaAs CQDs (Refs. 13, 18, and 20–22) have neglected elastic strain, which is known to be important in these structures. In particular, biaxial strain is known to have a major impact on the electronic structure of valence holes in CQDs.\(^26\) First, it splits HH and LH subbands, which should reduce the HH-LH mixing. Second, it reverses the confinement potential of LHs, pushing them outside the QDs.\(^27\) Despite the importance of strain, unstrained calculations are surprisingly consistent with most experimental observations and with atomistic calculations including strain.\(^13\) In this work we provide an explanation for this discrepancy by considering both strain and the contribution of variable mass parameters.

We study the effect of strain on the formation of antibonding hole ground states in InAs/GaAs CQDs. Holes are described with a four-band $k\cdot p$ Hamiltonian\(^29\) and biaxial strain is considered within the isotropic elasticity theory.\(^28,30\) We show that strain certainly reduces HH-LH mixing but also the tunneling of both HHs and LHs. As a result, the interplay between the HH tunneling rate and the LH correction holds as in the unstrained case, but the antibonding state is achieved at smaller interdot distances. The inclusion of position-dependent effective masses\(^31\) further reduces the HH-LH mixing due to the weaker spin-orbit interaction in the GaAs barrier. Thus, the interdot distance at which the
antibonding state appears is shifted back near the unstrained value. We then proceed to show that the magnetic field-induced bonding-to-antibonding transition predicted for GaAs/AlGaAs CQDs (Ref. 23) is, in principle, also feasible in strained InAs/GaAs CQDs. This prediction does not agree with magnetophotoluminescence (PL) measurements that show little change in the energy splitting between bonding and antibonding hole states as a function of increasing longitudinal magnetic fields. We ascribe this disagreement to the traditional implementation of magnetic fields in multiband $k\cdot p$ Hamiltonians,\(^{19}\) which exaggerates the HH-LH mixing. Finally we show that alternative implementations of the magnetic field\(^{32}\) in the four-band $k\cdot p$ Hamiltonian retrieve the experimental behavior.

II. THEORY

Following Refs. 18, 19, and 33, we expand the wave function of the valence hole confined in the nanostructure in terms of the valence hole confined in the nanostructure in $J_i = +3/2, +1/2, -1/2, -3/2$ Bloch basis functions. In cylindrical coordinates and atomic units, the Hamiltonian reads

$$\hat{H}_{\text{LK}} = \begin{pmatrix} \hat{P}_+ & -\hat{S} & \hat{R} & 0 \\ -\hat{S}^* & 0 & \hat{R} & 0 \\ \hat{R}^* & 0 & \hat{P}_- & \hat{S} \\ 0 & \hat{R}^* & \hat{S}^* & \hat{P}_+ \end{pmatrix} + \hat{V}^a + \hat{V}^c. \hspace{1cm} (1)$$

The operators in the above expression are given by

$$\hat{P}_+ = \frac{1}{2}[\chi_1 + \chi_2 \hat{P}_{\text{L}}^2 + (\chi_1 - 2 \chi_2) \hat{P}_{\text{R}}^2], \hspace{1cm} (2a)$$

$$\hat{P}_- = \frac{1}{2}[\chi_1 - \chi_2 \hat{P}_{\text{L}}^2 + (\chi_1 + 2 \chi_2) \hat{P}_{\text{R}}^2], \hspace{1cm} (2b)$$

$$\hat{R} = \frac{1}{2}(-\sqrt{3}) \chi_2 \hat{P}_{\text{L}}^2, \hspace{1cm} (2c)$$

$$\hat{S} = \frac{1}{2}(2\sqrt{3}) \chi_2 \hat{P}_{\text{L}}^2, \hspace{1cm} (2d)$$

where $\chi_{1,2,3}$ represent the Luttinger material parameters, $\hat{P}_{\text{L}}^2 = \hat{P}_{\text{L}}^2 + \hat{P}_{\text{R}}^2$, $\hat{P}_{\text{L}} = (\hat{P}_{\text{L}} \pm i \hat{P}_{\text{L}})$, $\hat{P}_{\text{R}} = \hat{p}_x \hat{e}_x + \hat{p}_y \hat{e}_y + \hat{p}_z \hat{e}_z$, and $\hat{A} = (-y, x, 0)B/2$, where $B$ is the magnetic field. $\mathcal{I}$ is the identity matrix while $\hat{V}^a$ and $\hat{V}^c$ are the scalar and tensorial potentials induced by quantum confinement and strain, respectively.

For the inclusion of strain, we take the Bir-Pikus Hamiltonian\(^{14}\) and then restrict ourselves to the biaxial approximation.\(^{15}\) This covers the most relevant effects of strain in (001)-oriented nanostructures.\(^{30}\) Within this approximation $\hat{V}^c$ is diagonal, $\hat{V}^c(\rho, z) = (\hat{V}_{\text{LF}}^c, \hat{V}_{\text{RH}}^c, \hat{V}_{\text{LH}}^c, \hat{V}_{\text{LL}}^c)$, where:

\[ \begin{align*}
\hat{V}_{\text{LF}}^c &= (2a_v + b) \varepsilon_{\text{LF}} + (a_v - b) \varepsilon_{\text{LL}}, \\
\hat{V}_{\text{RH}}^c &= (2a_v - b) \varepsilon_{\text{LF}} + (a_v + b) \varepsilon_{\text{LL}}.
\end{align*} \hspace{1cm} (3a) \]

\[ \begin{align*}
\hat{V}_{\text{LH}}^c &= (2a_v + b) \varepsilon_{\text{LF}} + (a_v - b) \varepsilon_{\text{LL}}, \\
\hat{V}_{\text{LL}}^c &= (2a_v - b) \varepsilon_{\text{LF}} + (a_v + b) \varepsilon_{\text{LL}}.
\end{align*} \hspace{1cm} (3b) \]

Here $a_v$ and $b$ are the valence-band deformation potential parameters, $\varepsilon_{\text{LF}}$ are the symmetric strain tensor components, and $\varepsilon_{\text{LF}} = (\varepsilon_{xx} + \varepsilon_{yy})/2$, which we calculate within the framework of the isotropic elastic theory.\(^{28,30}\) It should be noted that this theory allows for good strain estimates while preserving axial symmetry.\(^{30}\)

Hamiltonian $(1)$ considers constant Luttinger parameters throughout the entire nanostructure. A more realistic description of hole tunneling should take into account the influence of position-dependent effective masses, i.e., the effect produced by the different Luttinger parameters in the QD and the barrier. To study this, we shall use a four-band Burt-Foreman Hamiltonian, $\hat{H}_{\text{BF}}$,\(^{31,36}\) along with the biaxial strain terms defined above. Since $\hat{H}_{\text{BF}}$ reduces to $\hat{H}_{\text{LK}}$ in uniform mass systems, a direct comparison of the results of the two Hamiltonians gives insight into the effect of heterogeneous masses.

Both $\hat{H}_{\text{LK}}$ and $\hat{H}_{\text{BF}}$ exhibit a few symmetries that we use to characterize their eigenstates, known as Luttinger spinors. Because of the circular symmetry of the CQD we study, illustrated in Fig. 1(a), the states can be classified by a total angular momentum $F_i = m_i + J_i$, where $m_i$ and $J_i$ are the envelope and Bloch angular momenta of the spinor components. Although the Hamiltonian is also invariant under the
For our analysis, it is convenient to write explicitly the second largest component is \( H_2 \), which corresponds to a HH with the lowest angular momentum, \( \ell \). Because the spinor components can be decomposed as \( f_m(r) = f(r) e^{im\theta} \), we can rewrite \( \tilde{\sigma}_{xy} \) as \( \tilde{\sigma}_{xy} = e^{i\hat{z} \hat{z}} \) where \( \hat{z} \) is a binary rotation around the growth direction \( z \) and \( \hat{\sigma}_{xy} \) is the reflection plane in between the two QDs. Then, \( \tilde{\nu} \) can be written as \( \tilde{\nu} = \begin{pmatrix} \hat{\sigma}_{xy} & 0 & 0 & 0 \\ 0 & -\hat{\sigma}_{xy} & 0 & 0 \\ 0 & 0 & \hat{\sigma}_{xy} & 0 \\ 0 & 0 & 0 & -\hat{\sigma}_{xy} \end{pmatrix} \) (4).

In CQDs, the two lowest-lying states normally correspond to the Luttinger spinors with \( |F_{3/2}, \uparrow\rangle = |\pm 3/2, \uparrow\rangle \) and \( |\mp 3/2, \downarrow\rangle \). For our analysis, it is convenient to write explicitly the symmetries of these states (5).

\[
|3/2, \uparrow\rangle = \begin{pmatrix} f_{0, \uparrow}(r) \\ f_{1,ab}(r) \\ f_{2,\uparrow}(r) \\ f_{3,ab}(r) \end{pmatrix} \quad \text{with} \quad J_z = +\frac{3}{2} 
\]

\[
|3/2, \downarrow\rangle = \begin{pmatrix} f_{0,\downarrow}(r) \\ f_{1,\uparrow}(r) \\ f_{2,ab}(r) \\ f_{3,\uparrow}(r) \end{pmatrix} \quad \text{with} \quad J_z = -\frac{3}{2} 
\]

In the expressions above \( f_{m,r}(r) \) represent the envelope functions of the spinor and \( |J_z\rangle \) the Bloch part. The dominant component in both cases is the \( J_z = 3/2 \) one, as it corresponds to a HH with the lowest angular momentum, \( m_z = 0 \). This means that \( |3/2, \uparrow\rangle \) is essentially a bonding HH and \( |3/2, \downarrow\rangle \) an antibonding HH. However, in both cases the second largest component is \( J_z = 1/2 \), i.e., a LH with opposite molecular character. This component is responsible for the ground-state reversal at long interdot distances.18

Since we are interested in the effect of strain, we maximize it by considering pure InAs CQDs embedded in a pure GaAs matrix. The QDs are modeled as quantum disks [see Fig. 1(a)] of height \( H \) and radius \( R \), and the inter-dot distance is labeled as \( D \). The confining potential is a square well whose depth is given by the band offset, \( V = 200 \text{ meV} \). For InAs, we use Luttinger parameters \( (\gamma_1, \gamma_2, \gamma_3) = (20.0, 8.5, 9.2) \),18 deformation potential constants \( a_e = 0.66 \text{ eV} \) and \( b = -1.8 \text{ eV} \), and lattice constant \( a_0 = 6.06 \text{ Å} \).18 For GaAs, we use \( (\gamma_1, \gamma_2, \gamma_3) = (6.98, 2.06, 2.93) \), deformation potential constants \( a_e = 0.70 \text{ eV} \) and \( b = -2.0 \text{ eV} \), and lattice constant \( a_0 = 5.65 \text{ Å} \). The Poisson coefficient is assumed isotropic, \( c = 1/3 \).

The four-band \( k \cdot p \) Hamiltonian is integrated using a finite differences scheme and the resulting matrices are diagonalized using the Arnoldi iterative method.39

### III. RESULTS AND DISCUSSION

#### A. Identical CQDs

We start by investigating the case of two identical QDs (homonuclear molecule). The QDs have \( R = 15 \text{ nm} \) and \( H = 2 \text{ nm} \). As a first approximation we employ InAs Luttinger parameters for the entire structure. The important contribution of position-dependent Luttinger parameters will be discussed below. The spatial confinement potential along the CQD axis is the same for both HH and LH, but the inclusion of the strain contribution introduces significant differences. This is illustrated in Fig. 1 for HH [panel (b)] and for LH [panel (c)] in a CQD with interdot distance \( D = 2 \text{ nm} \). For the HH, strain lowers the band edge below the unstrained InAs value (dashed line, zero energy), thus increasing the confinement. By contrast, for the LH the band edge is raised. This introduces a splitting between the HH and LH minima of about 300 meV. In addition, the LH band edge profile is reversed. The potential inside the QDs becomes repulsive and the LH will tend to localize in the barrier region.2627 It is clear from these effects that strain can induce important changes in the electronic structure of the CQDs, especially when LH plays a role.

To visualize the influence of strain on the electronic structure, we compare the energies of the two lowest hole states, namely, \( |3/2, \uparrow\rangle \) (hereafter bonding state) and \( |3/2, \downarrow\rangle \) (hereafter antibonding state). The molecule dissociation spectrum is depicted in Fig. 2, using solid (dashed) lines for the bonding (antibonding) state. Figure 2(a) shows the case without strain. The result is as expected.18 Namely, at short interdot distances the ground state is bonding, but it is replaced by the antibonding state after a critical distance of \( D_c = 2.6 \text{ nm} \). Figure 2(b) shows the case with strain. The picture is qualitatively similar, except for the presence of a constant energy stabilization with increasing \( D \), which is due to the strain relaxation as the QDs are separated.24 The main conclusion is that the bonding-antibonding crossover still takes place, although at shorter interdot distances.

For a better insight of the ground-state reversal, in Fig. 2(c) we plot the tunneling rate \( t \), which we define as the energy splitting between bonding and antibonding states. For short interdot distances it is positive (the ground state is bonding) and then it switches to negative (the ground state becomes antibonding). The magnitude of the negative tunneling rate in the presence of strain (thick line) is just as
strong as in its absence (thin line), indicating the antibonding ground state is robust. The decay with \( D \) is, however, faster.

For further insight into the impact of strain, in Fig. 3 we study the weight of the LH components in the ground state. In the absence of strain (thin line), the LHs constitute around \( \sim 2\% \) of the spinor weight at short distances, when the ground state is bonding. The LH contribution increases to about \( \sim 4\% \) at \( D=2.7 \) nm, when the ground state becomes antibonding.\(^{18}\) The inclusion of strain (thick line) further reduces these amounts. The largest LH contribution now does not exceed \( 2\% \). This is due to the energy splitting between HH and LH subbands originated from the different HH and LH potentials, shown in Fig. 1, which increases the HH character of the low-energy states. Based on this result, it is surprising that the magnitude of the negative tunneling rate [Fig. 2(c)] is barely affected by strain. Using a toy model, in Ref. 18 we suggested that the reduced weight of the LH component could be compensated by an enhancement of its tunneling rate, due to the location of the band-edge minimum in the interdot barrier. Real calculations of strain confirm this minimum [Fig. 1(c)]. To test if this really enhances LH tunneling, in the inset of Fig. 3 we plot the charge density of the dominant LH component along the molecular axis in a CQD with \( D=3 \) nm. Dark green (light orange) areas correspond to strained (unstrained) wave functions and dotted lines show the QD limits. Clearly, strain removes charge density from the QDs. However, it does not concentrate the LH in the interdot region, as initially expected. Instead, most of the charge is deposited on the sides of the QDs and the interdot region is severely depleted. It then follows that there is no enhancement of LH tunneling. An alternative explanation of the robust antibonding ground state is thus needed.

The origin of the negative tunneling rates is the off-diagonal correction to the HH tunneling.\(^{18}\) To fully understand the effect of strain it is worth comparing its influence on the diagonal elements and the off-diagonal correction terms. The effective tunneling rate is the energy splitting between the bonding and antibonding states of the LH Hamiltonian

\[
t_{\text{eff}} = E_{[3/2, \downarrow]} - E_{[3/2, \uparrow]}.\tag{7}
\]

In order to separate contributions in \( t_{\text{eff}} \), we split the Hamiltonian into diagonal and off-diagonal parts,

\[
\hat{H}_{\text{eff}} = \hat{H}_{\text{diag}} + \hat{H}_{\text{off}}.
\]

The former describes the diagonal tunneling, which is mostly given by HH tunneling with a small LH contribution. The latter contains the terms mixing different spinor components, thus capturing the off-diagonal correction. Note that the off-diagonal correction includes spin-orbit interaction as well as nonrelativistic terms of the \( k \cdot p \) expansion.\(^{19}\) We can then define the following elements:

\[
t_{\text{diag}} = \langle 3/2, \downarrow | \hat{H}_{\text{diag}}^{\text{LH}} | 3/2, \downarrow \rangle - \langle 3/2, \uparrow | \hat{H}_{\text{diag}}^{\text{LH}} | 3/2, \uparrow \rangle, \tag{8}
\]

\[
t_{\text{off}} = - (\langle 3/2, \downarrow | \hat{H}_{\text{off}}^{\text{LH}} | 3/2, \downarrow \rangle - \langle 3/2, \uparrow | \hat{H}_{\text{off}}^{\text{LH}} | 3/2, \uparrow \rangle), \tag{9}
\]

which fulfill \( t_{\text{eff}} = t_{\text{diag}} + t_{\text{off}} \). At this point, we can investigate the effect of strain in each of these contributions. This is shown in Fig. 4. Thick (thin) lines are used for the strained (unstrained) system and solid (dashed) lines are used for \( t_{\text{diag}} \) and \( t_{\text{off}} \). For short interdot distances \( t_{\text{off}} > t_{\text{diag}} \) and the ground state is bonding, \( [3/2, \downarrow] \). However, at longer distances \( t_{\text{off}} < t_{\text{diag}} \) and the ground state becomes antibonding, \( [3/2, \uparrow] \).

Figure 4 confirms that strain reduces the diagonal tunneling. The off-diagonal correction is also reduced but for short interdot distances the reduction is smaller. This is the key result, as it enables the off-diagonal correction to overcome

\[
\text{FIG. 3. (Color online) Weight of LH components in the ground-state spinor as a function of the interdot distance. Thick (thin) lines are used for strained (unstrained) CQDs. The inset shows the dominant LH charge density in a CQD with } D=3 \text{ nm. Dark green (light orange) areas correspond to strained (unstrained) cases. Dotted lines represent the two QD limits.}
\]

\[
\text{FIG. 4. (Color online) Diagonal tunneling rate (solid lines) and off-diagonal correction (dashed lines) as a function of the interdot distance. Thick (thin) lines are used for strained (unstrained) CQDs.}
\]
EFFECT OF STRAIN AND VARIABLE MASS ON THE

in Fig. 5. (Color online) Same as Fig. 2(c) but for an asymmetric CQD subject to resonant electric fields. The inset shows the typical electric field dependence of the lowest hole energy levels.

diagonal coupling at short interdot distances, thus explaining the effect of strain observed in Fig. 2.

B. Nonidentical CQDs

Real self-assembled CQDs are often asymmetric and so is their strain field. Molecular coupling in these structures is achieved by applying vertical electric fields which tune the energy levels of the individual QDs.\textsuperscript{4–6,13} Next, we study if the role of strain in CQDs made of nonidentical quantum disks differs from that of the homonuclear case. We model a CQD where the upper disk (QD1) has $R=15$ nm and $H=1.8$ nm while the lower disk (QD2) has $R=13$ nm and $H=2.2$ nm. In these series of calculations, we keep using homogeneous InAs Luttinger parameters for the entire structure. For each interdot distance $D$, we determine the resonant electric field providing molecular coupling and evaluate the corresponding tunneling rate (see inset in Fig. 5). The resulting tunneling rates are shown in Fig. 5. As can be seen, asymmetric molecules subject to resonant electric fields behave as symmetric molecules. Strain simply lowers the critical distance of the bonding-antibonding reversal and introduces a faster decay of the tunneling with $D$.

C. Position-dependent mass

In the previous sections we have used InAs Luttinger parameters for the entire CQD structure. This approximation relies on the fact that most of the charge density is located inside the QDs, and it has been used in all the $k\cdot p$ studies of holes in CQDs so far.\textsuperscript{13,18,20–24} One may argue that, while this approximation is reasonable for single QDs, it may give a deficient description of tunneling through the barrier in CQDs. This is even more likely in strained CQDs, where LHs tend to localize outside the QDs (Fig. 3 inset).

In this section we use a Burt-Foreman Hamiltonian, $\hat{H}_{BF}$, with InAs Luttinger parameters inside the QDs and GaAs ones in the barrier. We study the tunneling of holes in the symmetric CQD. The molecule-dissociation spectrum is depicted in Fig. 6. Panel (a) shows unstrained CQDs and panel (b) strained CQDs. By comparing Fig. 6(a) with the constant mass spectrum, Fig. 2(a), we see that the main effect of the position-dependent mass is to quench the bonding-antibonding reversal, which now occurs at much longer $D$ and is very weak. This is better seen in panel (c), where the tunneling rates are represented. The negative values attained by the tunneling rate are smaller than in Fig. 2(c). The origin of this quenching is the smaller spin-orbit interaction in GaAs ($\gamma_S=2.93$) as compared to InAs ($\gamma_S=9.2$), which reduces $t_{off}$.

The inclusion of strain shifts the distance for the ground-state crossover, $D_c$, back to smaller interdot separations, owing to the mechanism described in the Sec. III A. Interestingly, using a complete description of the system one obtains $D_c=2.2$ nm, which is close to the estimated value using a constant mass and neglecting strain, $D_c=2.6$ nm. This is because strain and variable mass act in opposite directions.

D. Magnetic field dependence

In Ref. 23, we predicted that the bonding-to-antibonding ground-state crossover could be induced after growth using longitudinal magnetic fields. For this to occur, the interdot distance had to be smaller than the critical distance of the crossover. The magnetic field was then used to supply the additional HH-LH coupling strength needed for $t_{off}$ to overcome $t_{diag}$. This prediction was formulated for strain-free systems. In this section we investigate if it persists in the presence of strain. To this end, we first calculate the magnetic field response of the lowest hole states of a symmetric, strained CQD with $D=1.5$ nm (the critical distance for the crossover is $D=1.7$ nm). For simplicity, the states are calculated using homogeneous masses. The results are shown in Fig. 7(a). One can see that, in spite of the strain, the bonding-to-antibonding crossover still occurs.

Next, we compare the theoretical expectation with experimental results on an InAs CQD. We determine the energy splitting between the lowest antibonding and bonding states, $\Delta_{RB}$, in an InAs CQD. The calculated energy splitting corresponds to the difference between the lowest energy solid
and dashed lines displayed in Fig. 7. The experimentally measured energy splitting is obtained from the measured PL spectra of the neutral exciton in a CQD sample with interdot barrier thickness $D=2$ nm. In parallel to the calculated case, this thickness is somewhat below the experimentally observed critical thickness for the reversal of bonding and antibonding ground states ($\sim 3$ nm). The energies of all four molecular orbital states are measured at the applied electric field where the hole states of the two dots are in resonance, i.e., the electric field at which coherent hole tunneling forms molecular wave functions. A detailed description of the experimental methods can be found in previous publications. The difference in energy between the lowest energy bonding and antibonding states ($\Delta_{BAB}$) is directly calculated from these data.

The values of $\Delta_{BAB}$ observed in the experiment and determined by the theoretical model are shown in Fig. 8 for different fields, using symbols and dashed lines, respectively. At $B=0$ T, $\Delta_{BAB}$ is positive (the ground state is bonding) in both theory and experiment. However, one can see that $\Delta_{BAB}$ in the experiment is roughly constant against the magnetic field. This trend is contrary to that obtained with $\mathcal{H}_{LK}$, where a strong decrease with $B$ is observed, eventually leading to a change of sign (i.e., bonding-to-antibonding reversal). Using more realistic CQD shapes, inhomogeneous masses or different tunneling conditions at $B=0$ T does not change the theoretical trend.

At this point, we suggest the discrepancy between theory and experiment arises from $\mathcal{H}_{LK}$ overestimating the magnetic field effect in heterostructures. In the LK formulation, the presence of an external magnetic field can be introduced by means of the following prescription:

\[ e\mathbf{A}_B \]

The differential equation fulfilled by the envelope function is modified by replacing the momentum $p_\alpha$ by the canonical momentum $p_\alpha - e\mathbf{A}_\alpha$, where $A$ is the vector potential of the magnetic field. This results in the widely used Hamiltonian (1), which includes magnetic field terms in both diagonal and off-diagonal components of the four-band Hamiltonian. An alternative formulation was proposed by some of us in Ref. 32, in which the momentum $p_\alpha$ is also replaced by the canonical momentum $p_\alpha - e\mathbf{A}_\alpha$, but in the original Hamiltonian. Then, the envelope function approximation is applied, i.e., the Hamiltonian acts on a wave function written as a sum of products of envelope and Bloch functions and, after left multiplying by proper Bloch functions, integration is carried out over the unit cell, thus yielding a set of coupled differential equations for the envelope components. As a result, the four-band Hamiltonian contains magnetic terms in the diagonal only. This formulation is more consistent with the envelope function approximation and provided a more regular behavior for holes confined in quantum ring structures. We next recalculate the magnetic field spectrum of the CQD using Ref. 32 approximation. The magnetic terms now read

\[
\mathcal{H}_B = \begin{pmatrix}
B_{3/2} & 0 & 0 & 0 \\
0 & B_{1/2} & 0 & 0 \\
0 & 0 & B_{-1/2} & 0 \\
0 & 0 & 0 & B_{-3/2}
\end{pmatrix},
\]

where

\[
B_{3/2} = (\gamma_1 + \gamma_2) \frac{B^2 p_\mathbf{r}^2}{8} + \frac{(F_z - 1)B}{2},
\]

\[
B_{1/2} = (\gamma_1 - \gamma_2) \frac{B^2 p_\mathbf{r}^2}{8} + \frac{(F_z - 1/3)B}{2},
\]

\[
B_{-1/2} = (\gamma_1 - \gamma_2) \frac{B^2 p_\mathbf{r}^2}{8} + \frac{(F_z + 1)B}{2},
\]

\[
B_{-3/2} = (\gamma_1 + \gamma_2) \frac{B^2 p_\mathbf{r}^2}{8} + \frac{(F_z + 1)B}{2}.
\]

The mass coefficients we have used are those which correctly retrieve the single-band limit in case of band decoupling. The magnetic field dependence of the CQD spectrum using Eq. (10) is illustrated in Fig. 7(b). Clearly,
the ground state is now bonding for all fields. What is more, if we plot $\Delta_{RAB}$ obtained with $\mathcal{H}_B$ as a function of the magnetic field, solid line in Fig. 8, we note that the splitting is roughly constant, in agreement with the experimental trend. This behavior is quite robust to changes in the tunneling conditions at $B=0$ T, as it essentially depends on the magnetic terms.

To close this section, we note that the value of $\Delta_{RAB}$ estimated with $\mathcal{H}_B$ is slightly larger than the experimental value because we model an ideal CQD and omit position-dependent mass effects. Also, the magnetic field-induced splittings between $F_z=\pm 3/2$ states in Fig. 7 are significantly larger than that typically observed in experiments. The large splitting originates in the finite orbital linear magnetic term of the dominant HH component in Eqs. (11a) and (11d). The inclusion of further refinements in the model may make up for these quantitative disagreements. Nonetheless, the results in this section reveal that off-diagonal magnetic terms lead to qualitative disagreement with experimental trends and Ref. 32 offers a plausible justification for their absence.

IV. SUMMARY

We have shown that the formation of antibonding hole ground states in InAs/GaAs CQDs (Refs. 13 and 18) is robust against the inclusion of both strain and position-dependent Luttinger parameters in the theory. Biaxial strain increases the HH character of the Luttinger spinors and reduces the tunneling of both HH and LH. The correction to the tunneling rate induced by HH-LH mixing is also reduced, but to a smaller extent. As a result, the bonding-to antibonding reversal occurs at shorter interdot distances than in unstrained CQDs. The inclusion of strain components beyond the biaxial approximation used in this work are known to lead to slight variations of the potential near the QD interfaces. These additional effects are secondary when compared to biaxial strain, and they are likely to be blurred in real CQDs by compositional grading and interface irregularities.

The inclusion of position-dependent Luttinger parameters further decreases the strength of the HH-LH mixing due to the weak spin-orbit interaction (and hence weak HH-LH mixing) in the GaAs barrier. This shifts the distance of the ground-state reversal back to larger interdot distances. The competition between the effects of strain and position-dependent effective masses explains the good agreement between sophisticated atomistic calculations and simpler $k \cdot p$ models neglecting strain and variable mass. 13

We further investigated the feasibility of inducing the bonding-to-antibonding transition with magnetic fields in strained InAs/GaAs CQDs, as previously predicted for (unstrained) GaAs/AlGaAs CQDs. This would be of interest for flexible after-growth control of the optoelectronic properties of the nanostructure. Calculations using a LK implementation of the magnetic field indicate that the transition is possible. However, no trace of such effect is observed in magneto-PL experiments, where the splitting between bonding and antibonding states remains nearly constant with the field. We have shown that the origin of this disagreement can be ascribed to the traditional formulation of the magnetic field terms in the LK Hamiltonian, which artificially enhances the HH-LH mixing. Using the alternative implementation proposed in Ref. 32, the experimental behavior is retrieved.
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36 For simplicity, only positive $F_{g}$ instances are analyzed. Analogous reasoning could be followed for their negative counterparts.
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40 The resonant change in $g$ factor, which is used to identify the orbital character of molecular states (Ref. 13) is neglected in the present theory. For the sample with 2 nm barrier presented here, the molecular excited state has antibonding character throughout the measured range of applied magnetic fields. Because the antibonding molecular excited state has a larger $g$ factor on resonance, subtracting this effect from the experimental data could only increase the $\Delta_{ab}$ splitting as a function of increasing magnetic field. Consequently, including the $g$ factor in the theory would not improve the agreement between the measured data and the $\tilde{\gamma}_{LK}$ estimate.
