Phase calibration of spatial light modulators by means of Fresnel images
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Abstract

Reliable application of spatial light modulators (SLMs) as programmable diffractive optical elements requires a thorough calibration. In this paper, we propose a method for calibrating SLMs based on the evaluation of Fresnel images. Fresnel images generated by a binary phase diffraction grating consist of binary irradiance distributions whose visibility depends on the phase modulation. By displaying on our device a diffraction grating with a binary phase step along one direction and a linearly increasing phase along the orthogonal direction, we perform a complete phase calibration. In this way, the phase modulation for every pixel and for every value of the entrance signal can be determined experimentally. Additionally, data acquisition can be significantly simplified with this scheme.
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1. Introduction

In the last few decades, spatial light modulators (SLMs) have become fundamental elements in multiple optical applications [1]. At present, the most common SLMs are those based in liquid crystal (LC) technology, which consist of an array of cells (pixels) with a LC film whose molecular alignment can be modified by a driven voltage. LC-SLMs are polarization-sensitive devices, i.e., they primarily modulate the state of polarization (SOP) of an input beam. This change in the SOP can be converted into a complex amplitude modulation by sandwiching the LC-SLM between polarization elements, as linear polarizers and retarder plates [2, 3].

In numerous applications, the design of programmable diffractive optical elements (DOEs) for a spatial and temporal control of the phase of an input light wavefront is required. Some LC-SLMs are specifically designed for this task, as those composed by parallel aligned (PAL) nematic LC cells [4]. In contrast, off-the-shelf twisted nematic LC displays (TNLCDs) provide a coupled intensity and phase modulation, so they must previously undergo an optimization process [5-7]. In all cases, it is critical to perform an experimental determination of the spatial phase distribution of the SLM as a function of the parameter that controls the signal applied to the device (typically, the gray-level of the image displayed by commercial LC devices). A lack of spatial uniformity in the phase response of a SLM can appear due to addressing errors or to factors that are voltage-independent, as, for example, the curvature of the surface device, which causes variations in the LC thickness [8-10]. In the case of widespread used liquid crystal on silicon (LCoS) displays, the reflected wavefronts can be distorted by the curvature of the silicon backplane [9-11]. Typical magnitudes of this kind of phase errors are of the order of $\lambda$ over the aperture of the device.

Many phase calibration methods of SLMs have been reported in the past. It is apparent that the phase modulation curve of a SLM can be directly measured with the aid of an interferometer. Moreover, it is also possible to study spatial phase distortions along the device aperture with interferometric methods, as those based on the analysis of Fizeau-type fringes [12], or on the use of a Twyman-Green
interferometer [11] or a Mach-Zehnder interferometer [13] with a four-phase step shift equipment added [10]. The main drawback of this kind of systems is its high sensitivity to mechanical vibrations, as well as the large number of optical components that are required.

An alternative to calibration techniques based on the interference by amplitude division is the use of the double-slit interference principle. Thereby, the phase response of a TNLCD has been determined by the measurement of the lateral displacement of the interference pattern produced in a Young type experiment. For this purpose, a mask with two pinholes is placed behind the display. Each pinhole covers a portion of the SLM with a different value of the cell steering parameter [14-16].

Another group of calibration techniques retrieve the phase information from the analysis of far-field diffraction intensity distributions when certain selected patterns are implemented onto the SLM. Thus, the phase response of a liquid crystal display has been characterized by the measurement of the diffraction efficiency when series of binary phase gratings with different, albeit constant, phase step heights are programmed on the device [17]. In this way it is also possible to detect a period asymmetry of the programmed gratings by measuring differences between diffraction efficiencies of two conjugate orders [18]. However, the accuracy of such techniques, as based on intensity measurements, is rather moderate and secondly, is affected by the existence of residual intensity modulation or by the contribution to the zero-order intensity due to the pixelated structure of the device. These artifacts have been recently faced by Engstrom et al. [19].

Here, we focus our attention on a couple of techniques based on the fractional Talbot effect [20]. It was shown by Guigay [21] and later found independently [22-24], that the Fresnel images of binary phase gratings, at multiples of certain fractions of the Talbot distance, exhibit binary intensity distributions, whose visibility depends on the phase step height. This property of Fresnel images has found numerous applications in various areas of physics [24-27]. In the context of SLM calibration, the phase response of a TNLCD has been measured by displaying binary phase gratings of constant phase step height [23].
In the present paper, we propose a modification of the last approach, which relies on the implementation of a phase grating with a binary phase step along one direction and a linearly increasing phase along the orthogonal direction. Thanks to this change, it is possible to observe the resulting distribution of the visibility function with a kind of carrier frequency fringes, and not in the uniform field, as it has took place in some of the previous approaches. It should be noted that the other aforementioned non interferometer-based techniques are of integral character, i.e., they allow determining the calibration function in average for the whole device rather than for every pixel separately. However, the present approach enables, as we will demonstrate, to detect and measure the local addressing errors. In this way, it is possible to check the degree of spatial uniformity of the SLM phase response with a very simple experimental set-up.

2. Fresnel images of binary phase gratings

The method proposed is based on the projection of a phase grating on a SLM and the analysis of the resultant Fresnel images produced by the modulated light beam. Let us assume that a SLM, where a binary phase grating with period \( d \) has been implemented, is illuminated by a divergent spherical wave with wavelength \( \lambda \) and its focus \( S \) placed at a distance \( z_0 \) from the display, as shown schematically in Fig. 1.

Figure 1: Fresnel images of the SLM binary phase grating illuminated by a spherical wave with radius of curvature equal to \( z_0 \) in the plane of the grating.
According to the results obtained for example in ref. [24], it can be seen that for distances

$$z = \frac{f z_0}{z_0 - f}$$  \hspace{1cm} (1)

replicas of the entrance grating magnified by a factor $M = (z + z_0)/z_0$ will appear. Here, $f = mD$, where $m$ is an integer and $D$ stands for the selfimage distance equal to $2d^2/\lambda$ [28]. Analogously, at planes determined by Eq. (1), with $f = (m + 1/2)D$, self-images displaced by half a period will appear. Irradiance in both sets of planes is obviously constant. In turn, at distances $z$ such that $f = (m + 1/4)D$ or $f = (m + 3/4)D$ binary Fresnel images can be observed, with the visibility function determined by [24]

$$V = \frac{I_2 - I_1}{I_2 + I_1} = \sin \varphi,$$  \hspace{1cm} (2)

where $\varphi$ is the phase step height and $I_1, I_2$ are intensities of even and odd semiperiods, respectively. The negative values of $\sin \varphi$ should be interpreted as a contrast reversal of the intensity pattern in the Fresnel image planes.

In general, Fresnel images appear at planes $z$ corresponding to $f = (m + p/q)D$ where $p$ and $q$ are integers with no common factor and $p < q$, but $p/q = 1/4$ or $3/4$ provides the best visibility for our application. Visibility is reduced for $p/q$ other than $1/4$ or $3/4$ [28], e.g., for $1/8$, $3/8$, $5/8$ and $7/8$ by a factor of $2^{1/2}$ [24]. As can be seen, use of a spherical illuminating wave allows for a flexible choice of the magnification and position of the Fresnel images.

3. Fresnel images of gratings with variable phase step

In our scheme, a phase grating with a binary phase step along one direction ($O\!X$), and a linearly increasing phase along the orthogonal direction ($O\!Y$) is programmed, according to the following formula for one unit cell (see Fig. 2):

$$t_P(x, y) = \text{rect} \left[ \frac{x - d/4}{d/2} \right] + \text{rect} \left[ \frac{x - 3d/4}{d/2} \right] \exp \left( i \varphi_{\text{max},y} / D_y \right),$$  \hspace{1cm} (3)
where $\phi_{\text{max}}$ is the maximum phase change obtainable by the SLM device and $D_y$ is the length of the grating in the $OY$ direction on the display.

![Figure 2: Binary phase grating with the height of the phase steps determined by Eq. (3).](image)

If the grating were perfect, then the visibility function of the Fresnel image should obey the following relationship

$$V = \frac{I_2 - I_1}{I_2 + I_1} = \sin\left(\frac{\phi_{\text{max}} y}{D_y}\right).$$  \hspace{1cm} (4)

The resulting visibility function pattern would be a set of straight lines resembling interference fringes created by two plane waves inclined under an angle $\phi_{\text{max}}/kD_y$. A simulation of the intensity distribution at the output plane of the ideal case for a grating with $D_y = 20$ mm, $d = 0.8$ mm and $\phi_{\text{max}} = 2\pi$, modulating a parallel light beam is shown in Fig. 3.

From theoretical descriptions of the Fresnel images [19, 29, 30] it results that the complex amplitude distribution in the plane of the Fresnel image can be considered as a sum of mutually displaced replicas of the entrance grating with additional specific phase factors. In particular, a transparent semiperiod of one replica overlaps in the Fresnel image plane with the semiperiod containing the phase step of the second replica and conversely. Therefore, only one image will be enough in order to obtain the whole map of the given entrance signal non-accuracies. Evidently, in order to cover all pixels of the SLM
separately and to obtain the complete calibration set, it is necessary to implement a grating with the minimum period, i.e., twice as wide as the distance between the pixels.

![Simulated intensity distributions in the Fresnel plane of the modified binary phase grating](image)
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**Figure 3:** Simulated intensity distributions in the Fresnel plane of the modified binary phase grating with phase steps determined according to Eq. (5) for \( N = 48 \): (a) \( n = 0, 24 \); (b) \( n = 6, 30 \); (c) \( n = 12, 36 \); (d) \( n = 18, 42 \).

A further step in calibration involves checking the SLM response when different entrance signals are applied to the same pixel. This is easily achieved if the grating becomes variable by displaying a sequence of \( N \) gratings displaced along the \( OY \) axis by half a period, according to the following formula:

\[
t_{p,n}(x, y) = \text{rect}\left[ \frac{x - d/4}{d/2} \right] + \text{rect}\left[ \frac{x - 3d/4}{d/2} \right] \exp\left( i \varphi_{\text{max}} \left( y - nd/2 \right) / D_y \right),
\]

with \( n \) integer equal to 0, 1, …, N-1 and \( N = 2D_y / d \). Figures from 3a to 3d show a set of 4 simulated intensity distributions in the Fresnel plane, when displaying a sequence of modified binary phase gratings displaced by \( D_y / 8 \).
4. Experimental results

We have checked experimentally the phase modulation attained by a PAL-SLM, Hamamatsu X8267, when displaying variable phase step binary gratings. This device is designed to achieve a high-efficiency phase-only modulation. The PAL-SLM is addressed optically through a supplementary electrically addressable LCD but, thanks to the coupling-optics design, the pixel structure of the LCD is not transferred into the PAL-SLM.

This display consists of 768×768 pixels, with a maximum resolution of 19 lp/mm. In our experiments, a single semiperiod was 16 pixels wide. We illuminated the SLM with a parallel light beam, with \( \lambda = 514.5 \text{ nm} \).

The set of intensity distributions presented in Fig. 4 shows the experimental Fresnel images corresponding to the simulated patterns in Fig. 3. These images are a sample within the possible range of phase measurements, chosen to show the effect of a \( D/4 \) grating displacement. The straight dark segment in Figs 3b, 3c, and 3d corresponds to the phase discontinuity 0-2\( \pi \) displacing according to Eq. (5). As can be seen in Fig. 4, the modulation exceeds 2\( \pi \). Besides, curved fringes are produced, instead of horizontal straight ones. It clearly indicates a different phase change produced by the same value of the entrance signal in different positions of the device. The displaced gratings displayed on the SLM permit a detailed analysis of the complete area of the modulator.

Actually, our experimental Fresnel images have provided the necessary information to describe the phase modulation in any region of the device. In particular, we have determined the visibility function in almost 200 positions over the display, and have obtained the corresponding calibrations curves. The calibration procedure begins with the processing of intensity distributions like those shown in Fig. 4. The visibility is computed for a particular position. The possibility of considering a region of several pixels in the camera minimizes the experimental error. Then, phase values are extracted through Eq. (4). Each set of data is fitted to take into account overall intensity values. It is worth remembering that the method relies on local visibility variations, which give information about the phase response for each region of the SLM.
As an example, in Fig. 5 we present the phase modulation at equispaced points along two different lines in the OY direction. These data have been extracted from the Fresnel image resulting from a single grating, such as any of the individual images in Fig. 4.

Also, we have computed the phase modulation at the chosen positions when varying the entrance signal. This signal was changed by displaying on the SLM different displaced gratings with an increasing phase along the OY direction. As a sample, Fig. 6 shows the phase modulation at two different positions on the modulator. It is a function of the gray level displayed in each image sent to the SLM at those particular positions. Experimentally, we have processed the series of images recorded when displacing the grating by $D_y/16$. Both figures represent exemplary cross-sections of the complete calibration data, which should contain phase modulations that can be obtained for every pixel and all values of the entrance signals. Local addressing errors can be not only detected but also measured thanks to the sort of information supplied by the two previous figures. The typical phase determination error was within the range of $\pm0.3$ rad.
Figure 4: Experimental results showing the Fresnel images of the modified binary phase grating for $N = 48$: (a) $n = 0$; (b) $n = 12$; (c) $n = 24$; (d) $n = 36$.

It is worth to remark that inspection of Fresnel images allows the observation and measurement of calibration errors only. For the substrate errors of the SLM or aberrations of the remaining elements of the set-up, the system acts as a Talbot interferometer [19], [31]. Therefore, any errors of this kind remain only in a residual quantity. Strictly speaking, a lateral derivative of this error is added to the observed pattern. Taking into account that the typical errors due to the curvature are of the order of $\lambda$ over the area of a typical SLM [9-12], and also that a typical aperture can contain approximately 1000 elementary cells in one direction, the magnitude of this error over one elementary cell can be evaluated as being of order of $\lambda/1000$.

Figure 5: Phase modulation along two different lines in the OY direction.
As an important practical consideration, the observation should be performed in the first Fresnel plane, where the shear value is the smallest and thereby this residual phase error is also minimum.

5. Conclusions

A method for SLM phase calibration, by inspection of Fresnel images produced by gratings, for all pixels and all steering signal values, has been shown and demonstrated experimentally. The scheme is quasi-independent of the phase errors introduced by the varying thickness of the liquid crystal layer and represents a suitable method for the evaluation of the addressing errors. A complete SLM calibration can be performed if the period of the grating is chosen equal to two pixels. Then, in principle, a single Fresnel image of a phase grating with linear increase of the phase step along its length should be sufficient for recovering the calibration data for all device pixels and all input data range. By moving the phase profile along the grating period it is possible to gather all phase values for all input signals and for every pixel in a simplified manner.
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