Dual electro-optic comb spectroscopy using a single pseudo-randomly driven modulator
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Abstract: We present a dual-comb scheme based on a single intensity modulator driven by inexpensive board-level pseudo-random bit sequence generators. The result is a simplified architecture that exhibits a long mutual coherence time (up to 50 s) with no need of stabilization feedback loops or self-correction algorithms. Unlike approaches that employ ultrafast arbitrary waveform generators, our scheme makes it possible to produce long interferograms in the time domain, reducing the difference in the line spacing of the combs even below the hertz level. In order to check the system accuracy, we report two spectroscopic measurements with a frequency sampling of 140 MHz. All these results are analyzed and discussed to evaluate the potential of our scheme to implement a field-deployable dual-comb generator.
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1. Introduction

Dual-comb spectroscopy (DCS) measures the spectral response of a sample by mapping an optical spectrum into the radio-frequency (RF) domain [1]. This frequency down-conversion is possible thanks to the interference of two optical frequency combs (OFCs) with different line spacing, in most cases only differing in a very small fraction. Even though DCS was devised using stabilized mode-locked OFCs, this technique has been progressively conducted with a variety of comb platforms [2–5]. Among them, OFCs that are generated by electro-optic (EO) modulation of a continuous-wave (cw) laser [6,7] turn into a very practical option when searching for a cost-effective and easily implementable DCS system. EO combs offer a wide range of comb line separations (covering several orders of magnitude, from megahertz to tens of gigahertz) and benefit from the high precision of the driving RF electronics. These features have led the EO approach to be adopted in applications other than spectroscopy, such as laser ranging and fiber sensing [8–10].

The possibility of generating a dual-comb spectrum by means of a single EO modulator has recently started to be explored [11,12]. The basic idea is to drive a Mach-Zehnder modulator (MZM) with a tailored multi-tone signal produced by an arbitrary waveform generator (AWG). The result is the creation, after a proper optical filtering, of a single-sided spectrum that is the sum of two combs with slightly different line spacing. The light emerging from this dual-comb generator is employed to interrogate a sample and then is directly photo-detected. The interference of the neighboring spectral lines that compose the optical spectrum produces a set of low-frequency beat notes, from which the sample amplitude response can be retrieved. Apart from its simplicity, such a “common-path” dual-comb approach provides a superior degree of mutual coherence when compared to a “two-arm” dual-comb interferometer, with no need of active stabilization mechanisms or correction algorithms. Indeed, long mutual coherence times (up to 50 s) have
been demonstrated when performing time-resolved DCS of a gas sample under a varying pressure [12].

The advantages and limitations of the above scheme are mainly linked to the AWG performance. On one hand, EO comb generation using an AWG makes it possible to arbitrarily tailor the shape of the output time-domain signals, avoiding the formation of high-peak-power pulses. This is beneficial for optimizing the signal-to-noise ratio (SNR) of the measured RF spectra. On the other hand, exploiting the bandwidths offered by high-speed MZMs (typically of a few tens of gigahertz) requires the AWG to have a sampling rate several times higher than the modulator bandwidth. For this reason, the systems so far reported involve ultrafast AWGs (with sampling rates of around $64 \times 10^9$ samples/s), often only available in advanced laboratories. Besides, the difference $\delta f$ in the line spacing of the combs, which fixes the duration of a single interferogram (IGM), has a minimum value that is given by the ratio between the sampling rate and the AWG memory depth. Therefore, setting $\delta f$ below 10 Hz implies very large memories, near or above $10^{10}$ samples. OFCs with so little difference in the line spacing are necessary in applications such as direct spectral dual-comb imaging [13–15], in which the data acquisition speed is eventually limited by the low number of frames per second of high resolution infrared cameras. This application may also benefit from the simplicity and robustness offered by a “common-path” DCS scheme. Additionally, ultradense combs with reduced line separations ($\sim 1$ MHz or below), such as those used in sensing applications [16], require small values of $\delta f$ to accommodate a large number of lines ($\sim 10^4$) inside the RF comb bandwidth.

In this paper, we propose a dual EO comb system that employs a single MZM driven by a combination of pseudo-random bit sequence (PRBS) signals obtained from inexpensive board-level generators. PRBS excitation to produce EO combs has already been applied to atomic and molecular spectroscopy, using, respectively, self-heterodyne detection [17] and the conventional two-arm dual-comb scheme [18]. In the latter case, the mutual coherence time can be increased above 1 s by offline data processing, with the aid of an IGM self-correction algorithm [19]. The one-arm system that we propose here not only simplifies the dual-comb architecture based on PRBS modulation but also provides a mutual coherence up to 50 s, similar to that previously demonstrated by a high-performance AWG [12]. In addition, the difference in the line spacing between the two generated OFCs can be easily reduced to very low values (even at the sub-hertz level). This configuration would require an extraordinarily large AWG memory depth, not widely available in the market. The performance of the implemented system is carefully analyzed and its capability to conduct spectroscopy is evaluated by means of two samples, namely, an athermal reference filter based on an etalon and a traceable hydrogen cyanide (HCN) gas cell. In the light of these results, the benefits and limitations of our approach are discussed, along with further developments.

2. Experimental results

2.1. Description of the setup

A basic sketch of our optical system is depicted in Fig. 1(a). As a light source, we employ a distributed feedback (DFB) semiconductor laser (SL) module (QDFBLD-1550-50, from QPhotonics), with a linewidth of $\sim 5$ MHz. It feeds a 20 GHz MZM (Optilab, IMC-1550-20-PM-HER), biased at its zero-transmission point [7]. This modulator is driven by the combined electrical signal provided by two similar PRBS evaluation boards, PRBS 1 and PRBS 2 (from Adasantec [20]) with a maximum bandwidth of 18 GHz. Both generators can produce, respectively, sequences of $2^7 - 1$ bits or $2^{15} - 1$ bits. For the spectroscopic measurements considered henceforth, we choose the first configuration. The clocking signals for the boards are obtained from synchronized frequency generators FG1 (Agilent, model N5183A) and FG2 (Hittite, model HMC-T2220), which create sinusoidal signals at $f_{\text{bit}1}$ and $f_{\text{bit}2}$, respectively. The released bits streams are added in the electrical domain using a conventional RF power combiner and they are...
boosted by a RF amplifier, RFA (ABP1800-03-3830, from Wenteq Microwave), before being sent to the MZM. The EO modulation of the laser light generates the optical spectrum shown in the inset of Fig. 1(a), formed by two interleaved OFCs with line separations \( f_s \) and \( f_s + \delta f \). Each of these separations can be calculated as the corresponding bit frequency divided by the sequence length. Both OFCs share the central line (at the laser frequency \( f_0 \)), so one side of the spectrum and the carrier must be removed by a band-pass filter (BPF), in order to guarantee a non-ambiguous frequency down-conversion. Ideally, only the spectral lines within the dashed line shown Fig. 1(a) should remain. However, due to the limited sharpness of the edges of a real BPF, a fraction of the usable spectrum is attenuated. The filtered OFC passes through a sample and is detected by a photodiode PD (New Focus, model 1811-FC). An RF low-pass filter (LPF) reduces the bandwidth of the detected signal, which is then digitized by an oscilloscope (Agilent, model DSO91304A). This digitizer and FG2 are both locked to the internal clock of FG1.

![Fig. 1. (a) Sketch of the experimental setup for dual-comb spectroscopy using a single pseudo-randomly driven modulator. The central inset shows the optical spectrum created by the MZM (in this plot, \( f_{\text{opt}} \) denotes optical frequencies). After a proper filtering, the part of the spectrum outside the dashed line is ideally removed. By Fourier-transforming the time signal generated upon detection, we retrieve an RF comb with a line spacing \( \delta f \) (here, \( f_{\text{RF}} \) refers to RF frequencies) (b) Time-domain signals for \( \delta f = 10 \text{kHz} \) (blue curve composed of two 100-\( \mu \text{s} \) IGMs) and \( \delta f = 0.1 \text{Hz} \) (red curve composed of two 10-s IGMs). Both signals have been normalized and an arbitrary temporal shift has been introduced between them for the sake of comparison (c) RF comb spectrum of ten consecutive 100-\( \mu \text{s} \) IGMs, extending over a bandwidth of 1.14 MHz (114 lines separated by 10 kHz).](image)

A Fourier transform (FT) analysis of the digitized signal leads to an RF comb with a line spacing \( \delta f \) [see the plot at the right side of Fig. 1(a)], so the compression factor is \( f_s / \delta f \). To measure the sample spectral response, the recovered comb is normalized using an additional
spectrum obtained with no sample. This reference measurement is acquired by means of an auxiliary arm after the BPF [not shown in Fig. 1(a)], which ends in a second (twin) PD. In accordance with the theory of dual-comb interferometry, each IGM is, after a proper low-pass filtering, the cross-correlation between the comb signals [21]. Since the two employed PRBSs are similar, this cross-correlation results to be a periodic train of electrical pulses [22], with a repetition rate given by \( \frac{1}{\delta f_s} \). The flexibility to vary the length of a single IGM by tuning the values of \( f_{\text{bit1}} \) and \( f_{\text{bit2}} \) can be observed in Fig. 1(b). The blue plot shows two consecutive IGMs, each one of a duration of 100 \( \mu \)s (\( \delta f = 10 \text{ kHz} \)), while the red plot is a sequence of two 10-s IGMs (\( \delta f = 0.1 \text{ Hz} \)). In the case of using an AWG with a sampling rate of 64 GSa/s to drive the MZM, a difference in the line spacing of 0.1Hz would require >500 GSa of memory depth [11], far beyond the typical values of commercially available devices. Figure 1(c) shows the RF comb spectrum obtained from a signal composed of 10 IGMs of 100 \( \mu \)s, covering a spectral window of 1.14MHz, which corresponds to an optical bandwidth of around 16GHz. By limiting this bandwidth to 10GHz (72 lines), the power variation of the central part of the RF spectrum is reduced to less than 10 dB.

2.2. Signal-to-noise ratio analysis

To assess the degree of the mutual coherence of our system, we analyze the evolution of the spectral SNR as a function of the acquired signal length. As in [12], \( \delta f = 10 \text{ kHz} \) and the oscilloscope has a sampling rate of 10 MSa/s and a memory of 500 MSa. Therefore, the duration of the longest signal that can be recorded is \( T = 50 \text{ s} \) and contains \( N = 5 \times 10^5 \) IGMs. The frequencies that feed the PRBS generators are, respectively, \( f_{\text{bit1}} = 17.780 \text{ GHz} \) and \( f_{\text{bit2}} = 17.78127 \text{ GHz} \), so \( f_s = 140 \text{ MHz} \). The SNR is calculated by dividing the amplitude of a RF line by the surrounding noise (that is, the noise in between lines) [18,21]. We extract series of consecutive elementary signals, which are aligned in time, averaged and Fourier-transformed. The SNR is then calculated by averaging over \( M = 114 \) lines (i.e., over 16 GHz of optical bandwidth). The result of this process can be observed in Fig. 2(a). The solid blue line is a nonlinear least squares fit of the experimental points assuming that the SNR scales as \( \sqrt{N} \). The usual figure of merit for DCS, \( \text{FoM} = \frac{\text{SNR} \times M \times T^{-1/2}}{1} \), achieves a value of \( 2 \times 10^5 \text{ Hz}^{1/2} \), comparable to that previously reported when using two independent MZMs driven by PRBS generators [18]. The good agreement between the experimental points and the expected behavior in the SNR plot demonstrates that coherent averaging works well over the entire integration time. Eventually, it might fail due to the limited precision of the clock to which the signal generators are locked. To check it, we reduce \( \delta f \) to 1 kHz (\( f_{\text{bit2}} = 17.780127 \text{ GHz} \)) and the sampling rate to 5 MHz to extend the integration time up to 100 s (exploiting again the maximum memory depth of our oscilloscope). The acquired signal is then formed by \( N = 10^5 \) IGMs of 1 ms. Figure 2(b) shows the evolution of the SNR in this second configuration. At 60 s, the experimental points start to clearly deviate from the expected tendency. By examining the acquired time signal, we observe that the sequence of IGMs shows a relative phase drift that degrades the coherent averaging [19,23]. Using a post-correction software based on the realignment and resampling of the IGMs, this effect can be corrected [see the red points in Fig. 2(b)]. In that case, our system can operate over a total integration time of 100 s, limited by the oscilloscope memory depth.

2.3. Spectroscopic measurements

As a first example of spectroscopic sample, we choose an athermal wavelength reference filter (from Primanex) based on an etalon that has a finesse \( F = 7 \) and a free spectral range FSR = 25 GHz. The optical filtering after the MZM is accomplished by means of a fiber Bragg grating (with a bandwidth of 0.11 nm) combined with the wavelength tuning mechanism of
Fig. 2. Evolution of the spectral SNR as a function of total number of interferograms \(N\) or, alternatively, the integration time. The points are the measured SNR values and the solid line is a non-linear fit assuming that \(\text{SNR} \propto \sqrt{N}\). (a) Results for \(\delta f = 10\) kHz and an integration time of 50 s as in [12]. (b) Idem for \(\delta f = 1\) kHz and an integration time of 100 s. The red points are corrected values obtained by post-processing software.

The DFB laser. The optical bandwidth in our reconstructions is chosen to be 10 GHz, which corresponds to the flattest part of our comb spectra. The difference in the line spacing of the combs is 1 kHz, the acquired signal is digitized at 20 MSa/s and its duration is 250 ms. The RF spectrum is normalized employing the reference measurement taken without the sample. Figure 3 shows the transmission curve as a function of the optical frequency detuning from the maximum of the resonance. The frequency axis is obtained by simply rescaling the corresponding RF values by a factor \(f_s/\delta f\). The continuous line in Fig. 3 corresponds to the Airy distribution that better fits the experimental points [24]. This theoretical curve is obtained through a nonlinear least square fitting routine (based on the trust-region-reflective algorithm), assuming as initial values for \(F\) and FSR those given by the manufacturer. The corresponding residuals, shown in the plot below, have a root mean square (RMS) equal to 1%.

As a second example of spectroscopic sample, we measure the transmission through a \(^{13}\text{C}^{14}\text{N}\) gas cell (from Wavelength References) with a pressure of 25 Torr and a length of 5.5 cm. The
BPF is the tunable bandpass filter (XTM-50), configured to enable the measurement of the ro-vibrational transition P10 in the vicinity of 1549.73 nm. Figure 4(a) shows the absorption line over 10 GHz of optical bandwidth. This result is obtained from a 1-s trace composed of $10^3$ IGMs ($\delta f = 1$ kHz), digitized with a sampling rate of 20 MSa/s. As before, the curve is obtained through a normalization process using the reference measurement (without cell). The continuous line in Fig. 4 is the Voigt profile that fits the recovered values. The residuals between the theoretical and experimental points do not exhibit any systematic deviation and have an RMS of 0.26%. The minimum transmission is 0.17 lower than that of the points separated by 5 GHz from the center of the line. This result is consistent with the data provided by NIST for the HCN [25].

![Fig. 4](image)

Fig. 4. Measurement of the HCN line P10 over 10 GHz of optical bandwidth with a point spacing of 140 MHz. This reconstruction is obtained from a 1-s signal when the difference in the line spacing of the combs is $\delta f = 1$ kHz. The experimental points are fitted by a Voigt profile (red line) and the corresponding residuals (Res.) are shown below.

3. Discussion and conclusion

In conclusion, we have presented a common-path dual-comb approach based on pseudo-random modulation that employs a single MZM. The driving RF signal is generated from a couple of inexpensive PRBS evaluation boards. The result is a scheme that provides a high mutual coherence at a time scale close to one minute. This value is similar to that previously reported using much more expensive RF equipment [12] and it is remarkably better than the mutual coherence of a free-running EO-DCS system with two comb generators fed by a single laser. Since the “common-path” approach does not require an exceptionally high coherence light source, a seed laser with a modest linewidth (here, ~5 MHz) can be employed. These advantages are at the cost of some limitations when compared to an approach based on an ultrafast AWG. Our system does not enable a control of the spectral phase of the combs to optimize the SNR, although the use of binary sequences within one period helps limit the peak-to-average power ratio [11,12]. On the other hand, given an optical bandwidth, the comb line spacing depends on the number of bits within one PRBS. For our generators, that number is limited to only a couple of values, which restricts the flexibility in choosing the number of lines $M$. However, our setup allows us to largely control and expand the length of a single interferogram ($1/\delta f$) by just reconfiguring one of the PRBS generators. As in other dual-comb schemes, the maximum attainable $\delta f$ is given by $f_s/(2M)$, where $M$ can be calculated as the optical bandwidth $BW_{opt}$ of the combs divided by $f_s$ [26]. When using a pseudo-random modulation, $f_s$ is given by the bit frequency $f_{bit}$ (which can be set to match the maximum bandwidth of the PRBS generators) divided by the number of bits, $f_s = f_{bit}/(2^n - 1)$. For our setup, $f_{bit} \approx 18$ GHz, $n = 7$ and $BW_{opt} = 16$ GHz,
so \( \delta f_{\text{max}} \cong 600 \text{ kHz} \). The minimum value of \( \delta f \), on its turn, is only restricted by the mutual coherence of the combs. Concretely, a difference in the line spacing as low as 0.1 Hz has been demonstrated here, far below the minimum values previously reported by a dual-comb system based on a single MZM (200 Hz in [11] and 32 Hz in [12]). As explained, this distinctive feature can be especially beneficial for applications such as direct dual-comb imaging, since this technique relies on pixelated sensors with typical refresh rates of tens or hundreds of frames per second (see, for instance, [13]). Also, in the case of configuring our system to produce an ultradense comb composed of \( \sim 3 \times 10^4 \) lines separated by around 550 kHz (by using sequences of \( 2^{15} - 1 \) bits), accommodating all the lines within 275 kHz would require \( \lesssim 10 \text{ Hz} \). In terms of spectroscopic performance, the FoM of our system is comparable to that previously reported with two independent MZMs driven by pseudo-random modulation, but the mutual coherence in our case is much longer when using raw data [18]. Other easily implementable dual-comb schemes based on electro-optic or acousto-optic modulators have similar FoM (for \( f_s \sim 100 \text{ MHz} \)) but with worse mutual coherence (commonly constrained to a time scale <1 s) if no stabilization loops are added to the system [3, 27].

In addition to the above benefits, there is still room for further developments. In our experiments, the implemented setup includes a high-performance oscilloscope, but the efficient down-conversion provided by the generated combs permits the use of a low-bandwidth digitizer (\( \sim 10 \text{ MSa/s} \)). On the other hand, the benchtop RF signal generators that produce the bit frequencies could be easily replaced by low-cost and low-noise frequency synthesizers at a reduced cost. In terms of bandwidth, commercially available PRBS evaluation boards offer frequency ranges of 30–40 GHz (2× the bandwidth demonstrated here) and the number of bits (an consequently, the number of comb lines) can be chosen between \( 2^7 \) and \( 2^{15} \) [20]. By employing dedicated filters to take advantage of both sides of the generated spectrum (one for probing a sample and the other for the reference measurement), the optical bandwidth might be extended to at least 2 \( \times 30 \text{ GHz} \). This would increase by \( 5/3 \) the widest dual-comb spectrum previously reported with such a filtering configuration [12]. In addition, by selecting generators with a proper number of bits, the line spacing of the combs could be adapted to the targeted application (from \( \sim 100 \text{ MHz} \) to the sub-MHz level). For all this, the presented approach offers a simple solution for the implementation of a robust, inexpensive and versatile dual-comb instrument, with the potential of being exploited outside the laboratory environment in spectral imaging of molecular resonances and sensing applications.
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