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ABSTRACT 

Morphology control of multifunctional semiconductor materials is a significant topic since it 

directly impacts the physical and chemical properties in catalysis, photonics, energy 

conversion, and other applications. Therefore, the characterization and the control of the 

morphology of (nano)materials is of fundamental importance in materials science and 

nanotechnology. Deep insights into the chemical nature of surface energy, composition, 

structure, and electronic properties of the exposed surfaces that constitute the crystal 

morphology are important to achieve a rational design of solid materials with desired 

morphologies and functionalities such as electronic properties and catalytic performances and 

biocide activity. The morphologies are determined by the values of surface energies of different 

families of crystal planes, calculated by density functional theory and Wulff construction by a 

‘brute-force’ method. As part of the special issue on Rising Stars in Computational Materials 

Science, this work presents computational studies coupled with field emission scanning 

electron microscopy images that reflect their utility as an effective method for exploring a vast 

array of morphologies, allowing for a rigorous investigation of surface structures. We have 

demonstrated that the simulated morphologies from present models match the experimental 

results quite well. Based on this good agreement in terms of geometric structure and relative 

stability between, we propose a new concept to describe the atomic coordination environment 

of surface atoms, to find a relationship between the material properties (photocatalytic and 

biocide activities) and the exposed surface at the morphology, as well as to present reasons for 

the generation of reactive oxygen species in the α-Ag2WO4 and β-Ag2MoO4 materials. This 

strategy offers not only a rationalization and explanation of the behaviors and properties of the 

materials but also can be used to explain the corresponding action mechanism. 

 

KEYWORDS: Morphology, Exposed surfaces, Wulff construction, DFT calculations, 

Photocatalytic activity, Biocide activity. 
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1. Introduction 

 

The anisotropy of single crystals provides a platform for many interesting applications 

along different crystallographic directions. Both crystal and surface structures of a 

semiconductor are perhaps the most important parameters that dictate its physicochemical 

properties and related applications. Crystal structures define its electronic properties by means 

of the stacking sequence of atoms, ions, or molecules, following the symmetry group of a 

crystalline material, while surfaces play a central role in many multifunctional semiconductors 

because their main properties are controlled by the morphology through adjusting atomic 

configurations at the exposed surfaces [1-7].  

The morphology not only determines the stability of the entire system, but also defines the 

local atomic arrangements that strongly influence the chemical reactivity. Therefore, 

morphology has an impact on the performance of materials in a wide range of applications and 

can be associated directly with surface structures and states (defects, surface atom density, 

surface atom arrangement, and so on) [8-14]. It is not surprising that during research on the 

surface properties, an interesting but also troublesome phenomenon drawing many researchers’ 

attention is that the surface properties of solids at different crystal surfaces demonstrate 

distinctive differences, being the focus of many fields such as catalysis, and micro- or nano-

scale surface materials [15-18]. Consequently, the understanding of the electronic structure of 

semiconductors is key; not only to optimizing and fine-tuning their performance but also to 

aiding the design of novel materials with tailored properties. In this context, morphology-

controlled inorganic semiconductors have attracted a huge amount of attention owing to both 

their unique material properties, and their consequent theoretical and practical applications in 

chemistry, physics, materials science, biology, and medicine [19-24].  
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The aims of this perspective review are the following: (1) to circulate current knowledge of 

the morphology of materials, (2) to summarize state-of-the-art developments in their 

experimental and theoretical aspects, and (3) to discuss current theoretical and computational 

approaches and their relationship to photocatalytic and biocide activities for a wide spectrum 

of scientists including graduate students. 

 

 

2. State-of-the-art morphology and properties 

 

Diverse semiconductors can be found in various areas of science and technology, due to 

their marvelous morphology-dependent physical and chemical properties [25-35]. In this 

context, surface structures play an important role because the photocatalytic reaction or 

photoelectron conversion only takes place when photoinduced electrons (e−) and holes (h+) are 

available on the surface. However, the geometry and crystal structures become more 

complicated at a surface or interface compared to the bulk material. From an experimental 

perspective, molecular adsorption and interfacial bonding take place in the surface layers, 

which require challenging interface-specific spectroscopies to accurately characterize. In 

addition, from a theoretical point of view, surfaces lack the periodicity of bulk crystals, making 

them challenging to calculate. 

The knowledge and the understanding of how a given crystal morphology is achieved 

constitutes a rich information to the experimentalists. This is the basis to a rational synthesis 

design to control the stability of a given exposed surface to end up in the desired morphology. 

At this point, it is important to recognize that adjusting morphologies and surface structures of 

crystals are, however, highly sensitive to the experimental conditions, such as method of 

synthesis, type of solvent, presence of surfactants, time of processing, temperature, pressure, 
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and pH; thus complicating photocatalyst optimization. These variables are responsible for the 

stabilization or destabilization of the exposed surfaces resulting in different morphologies. 

Along the synthesis, crystal growth is a continuous process involving reactant ions, centered 

at their corresponding clusters, i.e. the local coordination of cations with oxygen cations in 

metal oxides. These clusters display positive and negative charges, and this imbalance provokes 

electron transfer among them, which perform effective and non-effective random shocks. In 

this way, these clusters, as building blocks of the material and fixed after nucleation, yield not 

only the structure in the short, medium and the bulk long-range order that determines the 

crystalline structure, but also the final morphology. 

Changes in the material morphology affect the corresponding properties and then the low 

or high response of certain applications. The efficiency of the materials depends on the surface 

composition involving the active sites, i.e., the undercoordinated clusters, in turn, are related to 

the morphologies, as schematically illustrated in Fig. 1. Cutting the right exposed surfaces of 

crystals is challenging because the native cleavage planes of crystals are definite. Therefore, 

there is a clear need for systematic ways to search for the potential material design space, to 

narrow down the focus on materials that are expected to be high-performing.  
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Fig. 1. A schematic representation to connect the starting material via method of synthesis, morphology, active 

sites and undercoordinated clusters of the exposed surfaces. 

 

It is necessary to understand the nature and effect of the distinct active sites at the 

morphology of semiconductors, i.e. the undercoordinated atomic positions at the exposed 

surfaces, to directly relate structure and function. Therefore, it is important to construct 

quantitative models to purposely design new materials with new properties and applicability 

through controlling their morphology. The possibility of manipulating parameters gives way to 

modeling and simulation methods, modeling at the atomic level, certain advantages to study 

and understand complex systems over experimental techniques. In recent decades, results 

derived from first-principles calculations are able to reveal fundamental to capture not only the 

geometric and electronic effects on the properties of materials but also to explain and rationalize 

the experimental data. 
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2.1. Wulff construction 

It is generally accepted that the morphology of crystals at equilibrium or quasi-equilibrium 

conditions is determined by the surface’s thermodynamics. The surface energy (γsurf) of a 

single-element solid is dependent on temperature, vapor pressure, and surface relaxations or 

reconstructions. But, in fact, measuring γsurf is generally a difficult task even for simple cases 

[36-40]. The structure and morphology of crystals are determined by the γsurf of planes on the 

condition of thermodynamic equilibrium, where the rate of each individual surface change is 

dependent on the different values of γsurf [41-44].  

Wulff construction, based on the minimization of the energy associated with all surrounding 

surfaces of an independent particle, is a reliable tool to understand and predict (nano)particle 

morphology [36, 43, 45-48]. According to the theory, the structure and morphology of crystals 

are determined by the γsurf of planes on the condition of thermodynamic equilibrium [37]. 

Wulff construction relates the polar plot of a given material’s anisotropic γsurf, which is the 

morphology with the lowest γsurf for a given volume. These γsurf values, obtained by first-

principles calculations in association with the Wulff construction model provide a strong 

correlation between structure-function, based on atomistic modeling in morphological analysis, 

highlighting the importance of theoretical chemistry in science materials and nanotechnology. 

Other thermodynamic models may also require γsurf of materials as input parameters. As for 

thermodynamic morphology models beyond the Wulff construction, Barnard and coauthors 

[49, 50] developed a general thermodynamic model that includes γsurf , surface stresses, 

hydraulic pressures, corner energies, and edge energies, while Müller and Mottet [51] also 

pointed out that energies of a particle’s core, surfaces, edges, and corners should be included in 

the minimization of the total energy of the particle. 

 

2.2. How to access the map of available morphologies 
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First-principles calculations based on density functional theory (DFT) has become an 

effective tool to calculate the γsurf. By combining the values of γsurf and Wulff construction 

the crystal morphologies of materials with well-defined crystal compositions and structures are 

obtained. Fig. 2 displays the steps involved in the DFT calculations. 

 

Fig. 2. High-throughput workflow for surface calculations to achieve the match between the theoretical and 

experimental morphologies. The case of BaMoO4 has been selected for comparison purposes. 

 

The first step of the workflow is the construction of the bulk structure from the X-ray 

diffraction (XRD) data, based on the symmetry group of 3D structure, followed by the 

optimization process. The next step is the construction of the slab models that starts from the 

optimized theoretical parameters for the unit cell of the material (bulk parameters). The Miller 

index associated to the cleaved surfaces are simulated. 
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To accurately evaluate the formation energies of different crystal surfaces, the typical slab 

model was used in the calculations. This model is constructed by selectively exposing the plane 

of interest and removing a portion of atoms to form a vacuum. All slab models are constrained 

to the symmetrical top and bottom surfaces. The values of γsurf  can be calculated by the 

equation (1): 

γsurf =
[Eslab−(

Nslab
Nbulk

)Ebulk]

2A
         (1) 

where the Eslab and the Ebulk are the total energies of the surface slab model and the bulk (unit 

cell) respectively; N refers to the number of atoms in the slab (Nslab) and in the bulk (Nbulk); 

2A is the area of both sides in z-axis of the slab. Both bulk and slab surface models were 

optimized after the corresponding converge tests by using DFT calculations. 

It is important to note that equation (1) considers symmetric and stoichiometric termination. 

To study symmetric/non-stoichiometric, asymmetric/stoichiometric, and asymmetric/non-

stoichiometric terminations, some improvements have been considered in the literature [52]. 

Therefore, further analysis was performed to validate our method and the next stage is access 

to the available morphologies, as introduced in the paper entitled “Effects of surface stability 

on the morphological transformation of metals and metal oxides as investigated by first-

principles calculations” published in Nanotechnology [53]. We proposed a new methodology 

based on the combination of the calculated values of γsurf and the Wulff construction to obtain 

a set of available morphologies for the crystals, i.e., not only the ideal morphology in vacuum, 

but also a map of possible morphologies for a given material, demonstrating that the structural 

transformations among different morphologies were easily controlled by the relative values of 

γsurf. 

The development of this new approach allows the computational exploration of surface 

structures and morphologies. Their intrinsic properties in tandem with advances in electron 

microscopy techniques have resulted in its increased attention in a variety of fields, the map of 
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morphology being a powerful tool for the experimentalist during the field emission scanning 

electron microscopy (FE-SEM) analysis. 

Disentangling the changes of morphology proves to be intricate due to the dynamic nature 

of, i.e. structure, composition and oxidation state, etc. becoming altered during the synthetic 

process. The results of the morphology obtained in the different synthesis methods are analyzed 

in FE-SEM in light of theoretical probabilities. This opens the door to a new interpretation and 

rationalization of the images obtained by electron microscopy, and it is a reliable tool to 

confront theoretical-experimental deductions. 

This method was used not only to rationalize the surface structures, which has already been 

identified as an important phenomenon in surface stability, but also to match the theoretical to 

the experimental morphology. The crystal morphologies are formed by a set of surfaces with 

different Miller indices and can be investigated by the images obtained in the FE-SEM analysis. 

The high-resolution images from FE-SEM analysis could be analyzed to match with the 

theoretical morphologies displayed in the map. 

By modulating the values of γsurf, as shown in Fig. 3, the available morphologies are 

obtained. For comparison purposes, some experimental FE-SEM images of different materials 

are included. The ratio values between the γsurf to obtain some available morphologies for a 

cubic structure are shown in Table 1.  
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Fig. 3. Available morphologies for a cubic structure. The FE-SEM images from the β-Ag2MoO4 have been selected 

for comparison purposes. The γsurf values are in J/m2. 

 

Table 1. Ratio values between the γsurf of the exposed surfaces, at the morphology, to achieve the complete map 

of morphologies for the cubic structure.  

Morphology A B C D E F G H I J 

γsurf
(001)

γsurf
(11x)

⁄  (001) 

(110) 1 0.5 2 1 1 0.5 2 0.4 1.25 2.13 

(111) 1 0.5 1 2 0.5 1 2 0.8 1.25 2.5 

 

This type of analysis is useful to gain further understanding of how to achieve 

morphological control of complex three-dimensional crystals by tuning the ratio of the values 

of γsurf  of the different surfaces. As reported in several works in the literature [54-85], 

theoretical surface calculations associated with Wulff's construction are a powerful tool to 

modulate the possible morphologies of (nano/micro) materials. Table 2 shows several 

published papers found in the literature that use our methodology [53] to match the theoretical 

and experimental morphologies. 
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Table 2. Materials studied using our theoretical approach.  

Material Crystalline phase Studies Ref. 

Ag Cubic Predict morphologies* [53] 

TiO2 Anatase Predict morphologies* [53] 

α-Fe2O3 Trigonal Predict morphologies* [47] 

ZnS Wurtzite 
Optical properties and photocatalytic 

activity 
[65] 

In2O3 Cubic 
Phase transition and electrocatalytic activity [70] 

Predict morphologies* [47] 

Cu2O Cubic 

Predict morphologies and calculate the 

possible paths of the morphological 

changes* 

[74] 

ZnO Wurtzite Photocatalytic activity [75] 

Co3O4 Cubic spinel Predict morphologies* [47] 

Ag2O Cubic Photocatalytic activity [60] 

BaZrO3 Cubic Predict morphologies* [53] 

t-LaVO4 Tetragonal Predict morphologies* [57] 

BaMoO4 Tetragonal 
Structural analysis and morphological 

transformation 
[59] 

Ag4V2O7 Orthorhombic Electronic structure and optical properties [62] 

CuMnO2 Monoclinic Electronic structure and magnetism [63] 

Ag3PO4 Cubic 
Photoluminescence and photocatalytic 

properties 
[58] 

CaMoO4 Tetragonal Photoluminescence emission [66] 

β-ZnMoO4 Monoclinic 
Investigation of the surfaces and 

morphologies* 
[67] 

MnTiO3 Trigonal Magnetism and multiferroic properties* [71] 

BiPO4 
Hexagonal and 

Monoclinic 

Morphological, structural, electronic, and 

optical properties 
[73] 

α-Ag2WO4 Orthorhombic 

Predict morphologies* [53] 

Antibacterial and photocatalytic activity [77] 

Photocatalytic activity [86] 

β-Ag2MoO4 Cubic spinel 

Antifungal activity and photoluminescence 

emission 
[79] 

Antibacterial activity [87] 

PbNiO3 Trigonal 

Predict morphologies and associated the 

properties with the exposed surfaces with 

different number of oxygen vacancies* 

[81] 

Ag2CrO4:Zn2+ Orthorhombic 
Photoluminescence emission, antibacterial 

and photocatalytic activity 
[85] 

γ-Ag2WO4 Cubic Photoluminescence emission [83] 

*Only theoretical investigation 
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2.3. How to trace the energy profiles connecting the different morphologies 

The path that connects the different morphologies depends on the ratio between the values 

of γsurf  of the exposed surfaces in the crystal morphology. During the synthesis of the 

materials, all the surfaces suffer a process of stabilization or destabilization. If a given surface 

is energetically favored along the growth process, this surface enhances their presence in the 

final morphology with a lower γsurf  value. In order to match the experimental and the 

theoretical morphology, we can trace the reaction pathway that displays the evolution of the 

morphologies. This strategy was proposed and employed with success by our research group 

[86] by calculating the polyhedron energy (Epoly). The Epoly is obtained by using the equation 

(2): 

Epoly = ∑ Ci × γsurf
(hkl)

          (2) 

where 𝐶𝑖  is the percentage of contribution of the surface area (A(hkl)) to the total area of 

polyhedron (Apoly), Ci = A(hkl)/Apoly and γsurf
(hkl)

 is the surface energy [86]. 

In Fig. 4, the energy profiles of the morphological transformations (from A to E, F and H, 

via B) are displayed. By decreasing the value of γsurf for the (001) surface, the morphology B 

is reached. From this point three different pathways are possible: (i) by decreasing the value of 

γsurf for the (110) surface, the morphology E is obtained; (ii) by decreasing the value of γsurf 

for the (111) surface, the morphology F is obtained, and (iii) the last path achieves the 

morphology H by decreasing the value of γsurf for the (001) and (111) surfaces. These channels 

are thermodynamically energetically favorable and they are barrierless processes. It is 

important to note that if this energy barrier cannot be determined, then it needs to be redefined, 

at the first stage, by quantum mechanical analysis as it tries to move through randomly changing 

atomic environments. In a second step, spin interactions will be considered for a better 

understanding of the surface reaction kinetics. 
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Fig. 4. A schematic representation of the energy profiles to obtain the morphology E, F and H from the 

morphology A, passing through the morphology B. 

 

Although transition paths and thermodynamic aspects are now computationally feasible to 

simulate, as displayed in Fig. 4, a proposed mechanism and its corresponding energy profile 

are only one part within the kinetics realm of the transformation. In addition, a precise account 

of different reaction conditions, such as pressure and temperature also needs a kinetic model 

involving the variable time. Other kinetic phenomena that are difficult to modelize are due to, 

for example, the non-equivalent transformations of single crystal and powder samples or even 

to the coexistence of more than one morphology. This situation can lead to the appearance of 

different morphologies depending on the time scale of the experiment where the sample is kept. 

For all these reasons, phenomenological models and/or theoretical insights revealing when a 

morphology might emerge are always very valuable to guide temperature/pressure-based 

experiments and for an overall comprehension of the morphological sequence. 
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3. Surface composition: what really is important? 

 

The surface properties of a crystal are crucial for understanding and designing new 

materials for many applications. In a simple way, defects can be generated by introducing or 

removing atoms onto or from the surface, and this modifies the coordination and energy of 

atoms at the exposed surfaces. In the last decade, atomically supplied nanomaterials with 

different sizes and exposed surfaces are excellent models for promoting catalytic studies. For 

example, technologies such as fuel cells and the manufacture of industrial chemicals use 

catalysts to accelerate transformations, which is fundamentally process-oriented by the surface 

of the material [3, 4, 88, 89]. 

The surface stability is described by the value of its γsurf, a measure of the excess energy 

of atoms on the surface due to a variety of factors, such as broken bonds that result in atoms 

with a lower coordination number than those present in the bulk. This fundamental amount of 

energy is important to understand the surface structure, reconstruction, rugosity and the 

equilibrium morphology of the crystal. Despite its importance, the experimental determination 

of values of γsurf, especially for specific surfaces, is difficult and rare [36-40]. 

The atoms in the bulk structure are surrounded by a specific number of atoms. In the case 

of β-Ag2MoO4, for example, the Ag atoms present a coordination number of 6 oxygen atoms, 

while the Mo atoms are surrounded by 4 oxygen atoms, which results in the octahedral [AgO6] 

and tetrahedral [MoO4] clusters, respectively, in the bulk structure, as illustrated in Fig. 5. These 

clusters are responsible for the formation of the cubic β-Ag2MoO4 structure. While in the bulk 

the atoms have the total atom coordination in the clusters, in the surfaces, the clusters present 

undercoordinated atoms, with distortion and oxygen vacancies due to the broken bonds. These 

undercoordinated clusters are responsible for the properties of the material and determine if the 
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material will present a high or low activity, as illustrated in Fig. 1. Fig. 5 shows the clusters of 

the bulk and in the (001), (101) and (111) surfaces for the cubic β-Ag2MoO4 structure. 

 

Fig. 5. Bulk and surfaces models for the cubic β-Ag2MoO4 structure. The Ag and Mo clusters on the bulk and in 

the surfaces are shown.  

 

An analysis of Fig. 5 renders that all surfaces present undercoordinated clusters where the 

dangling bonds were colored white. There are many kinds of clusters with one ([AgO5] and 

[MoO3] clusters), two ([AgO4] and [MoO2] clusters), and three ([AgO3] clusters) oxygen 

broken bonds for (001), (011) and (111) surfaces, respectively. These oxygen broken bonds can 

be interpreted as oxygen vacancies and written using the Kröger-Vink notation [90].These 

oxygen vacancies can have different electronic densities,  represented by neutral vacancy, 

vacancy with one hole, or with two holes positive charges, forming a n-type semiconductor. On 

the other hand, they can have metal vacancies, with negative charge, being a semiconductor of 

p-type. 

 

3.1. Kröger-Vink notation for exposed surfaces 

Because of its fundamental ability to accommodate a large number of defects without 

destabilizing the crystal structure, semiconductors have become a technologically important 
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material that finds its use in many areas. These defects can be: vacancies, interstitial atom, 

substitutional atom, and impurity. The structural and electronic order-disorder degree of a metal 

oxide semiconductor is affected by the presence of many kinds of defects. Sometimes, 

depending on the type of defect (oxygen and/or metal vacancies), they may change their 

properties without the need for dopants; while the doping of semiconductors with acceptors and 

donors is essential for electronic and optoelectronic applications, having an important impact 

on the materials properties. 

To better understand morphology and surface termination, we used the Kröger-Vink 

notation [90] to classify different types of clusters. The Kröger-Vink notation describes a defect 

A with effective charge b occupying a crystalline site a (Aa
b). When the defect is a vacancy the 

representation is Va
b. The atomic clusters with undercoordinated atoms presented in the last 

layer of the surface can be written by the presence of neutral oxygen vacancies (𝑉𝑜
𝑥), where the 

sub index 𝑥 means “neutral” in the Kröger-Vink notation [90]. Therefore, the undercoordinated 

clusters at the cubic β-Ag2MoO4 surfaces shown in Fig. 5 can be rewritten with the presence of 

Vo
x, as illustrated in Fig. 6. 

 

Fig. 6. Surfaces models for the cubic β-Ag2MoO4 structure with the undercoordinated clusters described by the 

Kröger-Vink notation. 
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In this way, the analysis of Fig. 6, results in the undercoordinated clusters at the surfaces: 

[AgO5 ∙ Vo
x] and [MoO3 ∙ Vo

x], [AgO4 ∙ 2Vo
x] and [MoO2 ∙ 2Vo

x] and [AgO3 ∙ 3Vo
x]for one, two, 

and three oxygen broken bonds, respectively. Based on this notation the mechanism to explain 

the semiconductor properties, like the photocatalysis, can be proposed. The kind of clusters that 

can be present in the materials structure is presented in Table 3. The clusters can display neutral 

charge (x), the positive charge, denoted by dots (•), and the negative charge, represented by 

slashes (′) [91]. 

 

Table 3. Representation of the clusters with different kind of clusters using the Kröger-Vink notation. 

Type of cluster Meaning 

[MOz−y ∙ yVo
x] Metal cluster with “y” neutral oxygen vacancy 

[MOz−y ∙ yVo
•] Metal cluster with “y” positive oxygen vacancy 

[MOz−y ∙ yVo
••] Metal cluster with “y” double positive oxygen vacancy 

[MOz]′ Metal cluster charged negatively 

[MOz]• Metal cluster charged positively 

[MOz]x Metal cluster with neutral charge 

 

The precise prediction of the crystal morphology helps to save time and avoid technical 

trouble shoots of systems involved in the photocatalytic processes. Therefore, their 

rationalization, by exploring the chemical entities of the material emerging from a different 

crystal cleaved, helps to improve the applicability and efficiency of a given material. In the 

following, we will demonstrate that a systematic study of the different coordination of the atoms 

in the exposed surfaces in the morphologies of the materials allows us to explain their activities 

(photocatalytic and biocide). The precise control of these active sites and undercoordinated 

metal clusters with Vo
x in the exposed surfaces represented one fundamental step to the rational 

design of materials and provide a new way to think that can be extrapolated to a wide range of 

semiconductors. 

 



 18 

3.2. Photocatalytic activity  

The photocatalytic process occurs in three crucial steps: (1) harvesting light to produce 

e−/h+ pairs, (2) charge separation and migration from bulk to the exposed surface, and (3) the 

surface‐reached charges trigger interfacial redox reactions at the corresponding active sites. To 

boost the photocatalytic behavior, it is fundamental to consider crystal surface exposure as an 

effective strategy to boost light absorption, charge separation, and interfacial redox reactions. 

In order to investigate the influence of the morphology of the α-Ag2WO4 crystal on the 

photocatalytic activity, our research group [86] synthesized this material by the co-precipitation 

method. The results render that a hexagonal rod-like morphology is obtained, while the 

presence of the anionic surfactant sodium dodecyl sulfate (SDS), a cuboid-like morphology is 

reached [86]. The cuboid-like morphology presented a low photocatalytic activity towards the 

degradation of Rhodamine B (RhB) dye under UV light with respect to the hexagonal rod-like 

morphology. A detailed analysis of the geometry and electronic properties of the exposed 

surfaces at the morphology allowed us to explain and rationalize these results. In particular, the 

specific set of atoms with different kinds of arrangement, i.e., clusters with broken metal-

oxygen bonds, and the presence of Vo
x. 

As displayed in Fig. 7, the hexagonal rod-like morphology is composed of (001), (010) and 

(101) surfaces, the (101) surface being 50.0% of the morphology, while the cuboid-like 

morphology is composed of (001), (010) and (100) where these three surfaces represent 33.3% 

each. The adsorption of the SDS anionic head on the (100) surface provokes its stabilization 

and prevents the growth process along the (101) surface, giving rise to the cuboid-like 

morphology. Analysis of the type of clusters in each surface, suggests that the distorted [WO6]d 

clusters are present in all surfaces along with undercoordinated clusters of Ag and W atoms. In 

the (101) surface, there are the undercoordinated [AgO4 ∙ 3Vo
x], [AgO5 ∙ 2Vo

x] and [WO5 ∙ Vo
x] 

clusters. The (001) surface is formed by the undercoordinated [AgO5 ∙ 2Vo
x] ,[AgO4 ∙ 3Vo

x], 
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[AgO4 ∙ 2Vo
x], and [WO5 ∙ Vo

x] clusters, while only the undercoordinated [AgO5 ∙ 2Vo
x] and the 

distorted [AgO4]d clusters are present in the (010) surface. In the (100) surface from the cuboid-

like morphology the undercoordinated [AgO5 ∙ 2Vo
x] and [WO4 ∙ 2Vo

x] clusters are present. For 

the α-Ag2WO4 crystals, the main reason for the superior photocatalytic activity is due to the 

presence of the (101) surface [86]. 

 

Fig. 7. Hexagonal rod- and cuboid-like morphologies of the α-Ag2WO4 crystals obtained by our research group 

[86].  

 

The energy absorbed by the photocatalyst comprises the range of ultraviolet and/or visible 

light, even natural sunlight. When the photocatalyst absorbs light, if the energy of the photons 

is enough to excite the electrons in the valence band (VB), then they migrate to a higher energy 

level in the conduction band (CB) of the material. This phenomenon generates the charge 

carriers known as e−/h+ pairs.  

Activations of molecular oxygen (O2) and water (H2O) is one of the most important 

chemical processes of immense interest and practical importance. These processes are 
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proceeded by electron transfer processes along redox reactions and conversion of nonreactive 

neutral atomic and molecular species in reactive triplet, doublet and singlets. The sensitiveness 

of a chemical reaction to spin would lead to an additional manipulation channel as the reaction 

product will not only depend on the total charge but may also depend on the spin of the electrons 

entering the chemical reaction. In a semiconductor, the photogenerated hole at the VB can 

migrate to the surface of the material and react with H2O molecules to produce hydroxyl 

radicals (•OH), while the photoexcited electron in the CB can react with the adsorbed molecular 

O2 to produce superoxide radical (•O2
−). These photogenerated species are called reactive 

oxygen species (ROS). The researchers expressed the created ROS by chemical equations 

which are as follows: 

Semiconductor + hν ⟶ e− + h+        (3) 

h+ + H2O ⟶• OH + H+         (4) 

e− + O2 ⟶• O2
−          (5) 

The ROS are the key signaling molecules in both photocatalytic and physiological 

processes and play an important role in the development and function of photocatalytic and 

biocide materials. DFT calculations revealed that p-type and n-type conductivity can be 

ascribed to shallow acceptors (metal vacancies) and shallow donors (oxygen vacancies), 

respectively. Furthermore, these electronic states are located in the forbidden gap to undergo 

an ionization process to form electronic defects, i.e., quasi-free e− and h+ [92, 93]. Furthermore, 

it was demonstrated that the recombination of e−/h+ pairs is probable at bulk sites while surface 

defects improve the reactivity by promoting the adsorption of O2 and H2O. Then, exposed 

surfaces with a difference in charge density (due to the dipole moment) bind the adsorbates 

strongly and drive the photocatalytic reactions [94-96]. The ability to control these properties 

at the nanoscale has allowed correlations to be made between nanocrystal structure and their 

optical, magnetic, and electronic properties, which has implicated these materials in various 
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applications ranging from biomarkers to photocatalysts. The rational pathway between crystal 

morphology and arrangement of atoms in crystal lattice opens the future of morphology-

selective synthesis. 

The generation of the e−/h+ pairs involves the cluster-to-cluster charge transfer process. 

At the exposed surface, these electronic rearrangements occurred from the [AgOy ∙ nVo
x] and 

[WOz ∙ nVo
x] clusters to [WO6]d, forming a negatively charged [WO6]d

′  cluster and a positively 

charged [AgOy ∙ nVo
•]  and [WOz ∙ nVo

•]  clusters. Therefore, these clusters are the source of 

e−/h+, where the sub index “y” and “z” correspond to the number of coordination and “n” refers 

to the number of vacancies. Based on the analysis of these clusters, a mechanism is proposed 

to explain the formation of the ROS from H2O and O2 and the subsequent photocatalytic activity 

of α-Ag2WO4, as presented in the following equations: 

[AgOy ∙ nVo
x] + [WO6]d → [AgOy ∙ nVo

•] + [WO6]d
′       (6) 

[WOz ∙ nVo
x]  + [WO6]d → [WOz ∙ nVo

•] + [WO6]d
′       (7) 

[WO6]d
′ + O2 →• O2

−          (8) 

[AgOy ∙ nVo
•] + H2O → H+ +• OH        (9) 

[WOz ∙ nVo
•] + H2O → H+ +• OH        (10) 

It is important to note that the band gap value is a key parameter controlling the 

photocatalytic activity of a given semiconductor. That value is quite dependent on the 

calculation methods, and specifically within DFT framework, from the exchange-correlation 

functional used [97-99]. However, the results of present study, based on the analysis of the 

morphology, are independent from the values of both bulk and surface band gaps. 

 

3.3. Biocide activity 

Semiconductors are an interesting class of materials for the fight against biocide infections 

as they can produce microorganism-killing radicals to prevent their transmission. It is well 
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known that ROS-generated material agents can be regarded as potential biocide agents because 

of the rapid oxidation of various biomacromolecules in cells. Although a low level of ROS has 

a significant effect on supporting the cellular life cycle, excessive ROS could generate oxidative 

stress, giving rise to oxidative damage to the cellular constituents (e.g., nucleotides). Through 

this property, ROS act as strong oxidants to destroy microorganisms and contribute to 

sterilization.  

The influence of the morphological changes in the antibacterial activity was investigated 

for the β-Ag2MoO4 crystals by our research group [87]. The β-Ag2MoO4 crystals with different 

morphologies were obtained by a simple co-precipitation method using three different solvents: 

water, ammonia and ethanol. The antibacterial efficiency was tested against the methicillin-

resistant Staphylococcus aureus (MRSA) and Escherichia coli (E. coli) and was observed that 

the efficacy for both bacteria increased according to the following order: water < ammonia < 

ethanol. A joint experimental and theoretical approach was employed to connect the 

morphology with biocide activity of the β-Ag2MoO4 crystals.  

From the first-principles calculations of the values of γsurf using the Wulff construction it 

was possible to modulate the experimental morphologies and correlate to the biocide activity.  

Fig. 8 illustrates the undercoordinated clusters present in the (001), (011) and (111) surfaces 

of the β-Ag2MoO4 morphology.  
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Fig. 8. Morphology of the β-Ag2MoO4 crystals obtained by our research group [87]. 

 

The β-Ag2MoO4 morphology is composed of the (011) surface with 44.0% of contribution 

and this surface is composed of [AgO4 ∙ 2Vo
x], [MoO3 ∙ Vo

x] and [AgO6]d  clusters. The (111) 

surface presents the [AgO3 ∙ 3Vo
x] and [MoO4]d clusters, while the (001) surface is composed 

of [AgO5 ∙ Vo
x] , [MoO2 ∙ 2Vo

x]  and [MoO4]d  clusters, each one representing 28.0% of the 

morphology. Therefore, the undercoordinated [AgOy ∙ nVo
•] and [MoOz ∙ nVo

•] clusters will be 

the source of h+ and the charged [MoO4]d
′  clusters are the source of e−, after the cluster-to-

cluster charge transfer process. Therefore, the following mechanism is proposed for the 

generation of ROS associated to the biocide activity of -Ag2MoO4:  

[AgOy ∙ nVo
x] + [MoO6]d → [AgOy ∙ nVo

•] + [MoO6]d
′      (11) 

[MoOz ∙ nVo
x]  + [MoO6]d → [MoOz ∙ nVo

•] + [MoO6]d
′      (12) 

[MoO6]d
′ + O2 →• O2

−         (13) 

[AgOy ∙ nVo
•] + H2O → H+ +• OH        (14) 

[MoOz ∙ nVo
•] + H2O → H+ +• OH        (15) 
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Considering the close relation between photocatalytic and biocide properties of 

semiconductors, their activity can be exerted though similar mechanisms. The corresponding 

activities are associated to the generation of ROS such as hydroxyl radical (•OH), superoxide 

radical (•O2
−), singlet oxygen (1O2). These radicals formed via the trapping of photogenerated 

e− and h+, are widely considered as key players [100]. Other species such as hydrogen peroxide 

(H2O2), which is developed during the disproportionation of •O2
− which transform to •OH and 

1O2, participate as oxidant agent. At nanoscale, both the surface atoms and structural defects 

increase, the active sites at the exposed surfaces exponentially increase to be able to churn out 

a plethora of ROS and provoke oxidative stress. A mechanism involving the generation of ROS 

by rationalizing the photocatalytic and biocide activities of α-Ag2WO4 and β-Ag2MoO4 

materials, respectively, can be proposed, as illustrated in Fig. 9. 

 

Fig. 9. A schematic representation of how α-Ag2WO4 and β-Ag2MoO4 semiconductors produce ROS, at the 

exposed surfaces of the morphology described by the Kröger-Vink notation. These ROS are responsible for the 

degradation process of RhB (photocatalytic activity) and the death of the cell membrane (biocide activity). 
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4. Conclusions 

 

The chemical and physical properties of multifunctional semiconductor materials are 

susceptible to its morphology and surface chemistry. The active sites that are responsible for 

these properties are localized on the exposed surfaces, and, hence, surface-controlled synthesis 

of multi-dimensional materials via manipulating nucleation and growth for enhanced 

functionality has substantial importance. In this paper, we have discussed a new model for the 

prediction of crystal morphology, using Wulff construction and the values of γsurf obtained by 

DFT calculations. The γsurf represents the thermodynamic stability of a given surface and a 

lower γsurf  value indicates a more stable surface. According to the Wulff theorem, the 

equilibrium shapes of inorganic materials are obtained from their respective values of γsurf. 

Therefore, with the γsurf values calculated and associating with the Wulff construction it was 

possible to obtain the ideal morphology in vacuum. 

The main objective is to analyze and disclose a general tool that can help the interpretation 

of the relationship between the morphology and activity (photocatalytic and biocide) of 

materials. The complete map of available morphology for many materials derived from first-

principles calculations can be obtained, compared and matched with experimental FE-SEM 

images. Different materials were investigated to understand the morphology transformations as 

function of the different values of γsurf  of the exposed surfaces, since the structure and 

electronic properties change along the pathways connecting the morphologies. It has been 

established that the determination and application of the proposed method is easy and more 

accurate to predict the crystal morphology and can be applied to any material. In particular, we 

show how the presence of surface defects, i.e. undercoordinated clusters, induces different site 

and electronic distributions depending on different factors such as the density of defects and 
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the geometry. These distributions are analyzed for the α-Ag2WO4 and β-Ag2MoO4 complex 

ternary oxides to interpret the morphology and then are linked with their photocatalytic and 

biocide activity, respectively. The approach employed in the present project is successful in 

identifying low-energy structures and available morphologies, as largely verified by the DFT 

calculations. This is the first, necessary, step to link a complete surface structure and 

morphology analysis with the observed FE-SEM images, as well as to introduce the reasons for 

the generation of ROS at α-Ag2WO4 and β-Ag2MoO4 materials to explain the photocatalytic- 

and biocide-morphology dependent activity, respectively. This article provides a valuable and 

novel strategy to understand how ROS are generated in semiconductors with photoenhanced 

catalytic and biocide capability. Our goal is that the discussion from the present paper should 

help in understanding the results of the properties of multifunctional semiconductors by means 

of morphology. The power of combining experiments with simulation and theory is highlighted 

and this study could not have gone as far as it did without the constant back and forth between 

the experimental and theoretical results. 
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