The influence of natural elements in the designer's work environment on the creativity of their results
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Abstract

It has been shown that the environment can determine the outcome of work that is carried out in it. Several studies have confirmed that an environment with natural elements can have beneficial effects on people's physical and psychological health and also improve their creativity. However, little research has addressed this effect on the creativity of design engineers within the specific context of processes involving the design of new products.

The main purpose of this paper is to determine whether product design proposals developed in environments containing natural elements show higher creativity factors/parameters/values than those obtained in other environments. The results will also be compared according to whether the natural environment is real or simulated.

To this end, an experiment was conducted in which designers in the final phase of their training worked in different environments to develop design concepts, which were then evaluated according to four creativity parameters. The analysis of the results suggests that environments that include natural elements, whether real or artificial, favour the creativity of the conceptual proposals for new products to a greater extent than environments without any natural elements. The conclusions of this research can help civil engineers and architects redesign design studios and workspaces, in order to improve the creativity of design engineers and the originality of their work.
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1. Introduction

The environment can determine people's performance [1], productivity [2] and the result of the work that is carried out in it [3]. Bearing in mind that today we are moving towards a more urbanised society [4] and that life in cities may be associated with an increase in diseases commonly associated with stress [5], it becomes necessary to consider the benefits of other environments in which daily activities are to be performed.

A number of studies have investigated the positive impact that natural environments have on people [6] by improving their well-being [7] and favouring efficiency when performing an activity [8] and it therefore makes sense to demand a greater use of such spaces for healthier human development [9]. As has been demonstrated, contact with nature can activate the so-called "default mode network" of the brain, which can be crucial for psychological health [10] and helps to relieve stress, even in the case of urban natural environments, such as the parks in our towns and cities [11]. It is therefore important to integrate the aspects of nature into the architectural space [12]. In fact, [13] already analyses the use of the metaphor of nature in architecture in a multicultural historical background, concluding that nature has always been present in the concept that underlies all interior architectural projects, enriching aesthetics aspects, the use of the buildings and the quality of the architectural environment.

Just as natural environments can be perceived as attractive, flexible and innovative places in which to perform everyday work activities [14], the presence of natural elements in workplaces has also proved to be positive in many cases, as shown by several studies. In this respect, Yin et al. [15] used measurements conducted by means of
wearable sensors and cognitive tests to compare the psychological and cognitive responses obtained by spending time in an office building fitted with natural elements, as opposed to those obtained in an environment without any natural elements. From their results they found that in the building with natural elements the blood pressure of the participants decreased, their short-term memory improved and there was an increase in positive emotions. Ayuso et al. [16] recently developed a tool to measure the impact that natural elements in the workplace actually have on productivity, well-being and health, among other factors. Although this study did not attempt to establish any indicators regarding the amount of greenery and natural light that a workplace should have, it does corroborate the importance of knowing how to combine these two variables in order to improve activity in the workplace. Lottrup et al. [17] found that access to natural elements in the workplace was related to a decrease in levels of stress in the case of men, while also promoting a better attitude towards the workplace, and that this relationship was more pronounced when access to nature was physical and not just visual. In a similar study, Gilchrist et al. [18] found that access to natural spaces and viewing natural elements through a window in peri-urban offices for extended periods of time improved employees’ well-being. In addition, some authors also argue that this restorative effect could also be obtained through architectural design, as long as buildings are rich enough in ornamentation and detail, which would lead us towards Biophilic architecture [19].

Other studies in a similar line attest to the benefits that the presence of plants in an architectonic space has on people [20]. The exhaustive study of the experimental literature conducted by Bringslimark et al. [21] confirms the general role that houseplants play in relieving stress. Along these lines, Kim et al. [22] demonstrated that the presence of plants in an underground room with no windows not only reduced stress, but also improved performance in response time tasks in comparison to the same task performed in a room without plants, and Raanas et al. [23] found that the presence of plants in a workspace improved workers’ attention span.

Turning to creativity, the focus of our study, several studies have provided evidence of the positive influence that direct contact with nature exerts on people's creativity. Through qualitative interviews with various creatives and their relationship with nature, Plambech and Konijnendijk [24] verified the capacity of natural elements to evoke greater curiosity and a more flexible model of thinking. These factors are related to the development of more creative behaviour and have an influence on the preparation and incubation phases, which are the first two of the four phases of the creative process described by Wallas [25]. In a recent study on why contact with nature promotes creativity, Williams et al. [26] suggest that some mental processes that take place in a natural environment, such as mind wandering, can lead to greater flexibility and novel associations of ideas.

Other studies also interested in improving creativity reveal specific benefits of this contact with nature. Ferraro III [27] found that prolonged physical activity in a natural environment improved creative potential, Atchley [28] found that four days’ immersion in a natural environment without any kind of technological device significantly improved creative performance in problem solving, and Ayuso Sanchez et al. [16] found that after five days’ activity in a space endowed with natural elements participants improved their score on creative tasks, as well as noticing fewer symptoms of drowsiness than those who were in a space without any natural elements. Similarly, even though there is no immersion in a natural space, there are still benefits associated with contact with natural elements. In this regard, Shibata and Suzuki [29] concluded that the presence of plants in a working environment improved women's performance in creative work.

All these studies confirm that an environment with natural elements can be beneficial for people's physical and psychological health, while at the same time improving their creativity. But the question arises as to what happens when the environment makes use of simulated rather than real nature, a question that would be interesting to answer, since it influences the decision making when approaching an architectural project of interiors. In this regard, Easa et al. [30] already mentions the importance of collaboration between psychologists and civil engineers when considering these types of projects.

Various studies show evidence that contact with nature can produce a restorative effect even when the natural environment is simulated. Kjellgren and Buhkall [31] conducted a study in which several participants suffering from stress were subjected to a natural environment and another that only simulated its characteristics. After gathering physiological and psychological data, the results showed that both environments favoured stress reduction. De Kort et al. [32] projected a nature film in high and low immersive screens, concluding that the more immersive a simulated natural environment is, the greater the restorative effects and stress reduction are.

A correlation can also be found between improved creativity and the presence of natural elements in a built environment. Ceylan et al. [33] conducted a study to determine which factors in an office environment could have
an impact on the creativity of the people who worked there, their conclusion being that the presence of natural elements, such as plants and good lighting, were determining factors. Other more recent studies also highlight the role that viewing natural spaces and the presence of plants in closed spaces can play in boosting visual creativity, as in Refs. [34] and [35].

Thus, all these studies show that natural environments, the presence of natural elements in a built space or environments that make use of simulated rather than real nature are spaces that can enhance people's creativity. However, little research on the possible positive effect that nature can have on creativity has been aimed specifically at design engineers, and more particularly during the process of designing new products. Likewise, few studies have examined whether this possible improvement in the designer's creativity can also occur when the natural environment is only simulated, as has been suggested by other studies involving other professions.

In order to answer these questions, for this study we start from the hypothesis that a natural working environment can have a creativity-enhancing effect on the design engineer during the conceptual phase of new product development. Hence, the aim of this study is to determine whether design proposals developed in an environment endowed with natural elements are more creative than those that could be obtained by working in an environment without the presence of natural elements. Similarly, it also seeks to explore the extent to which the effect of these natural elements on creativity is the same when the natural environment is simulated rather than real.

To this end, an experiment was carried out with a homogeneous sample of designers about to complete their university training, who had to develop new ideas about creative product concepts graphically in three different spaces: a natural outdoor environment, a simulated natural environment in an indoor room, and an artificial environment without the presence of any natural elements. In view of the results obtained, the conclusions of this study suggest, on the one hand, that natural environments favour the creativity of conceptual proposals for new products more than artificial environments and, on the other, that working in a real or simulated natural environment has the same positive influence on the creativity of designers.

2. Materials and Methods
   2.1. Experimental design.

Eighteen students in their last year of the Bachelor's Degree in Industrial Design and Product Development Engineering, 12 women and 6 men, participated in the experiment on a voluntary basis. All of them were informed about the general objectives of the project and gave their written consent to participate. This research was approved by the Institutional Ethic Committee at Universitat Jaume I. In addition, they were rewarded with a small gift at the end of the study. The group was homogeneous in terms of knowledge and skills oriented towards the projection of ideas, as they all belong to the same year and have a similar degree of development of creative skills. Each participant was assigned a code at the beginning of the activity to preserve their anonymity.

The different environments in which this work was carried out attempt to generate specific qualities so as to be able to contrast their impact on the creative process of the designer. First of all, Environment A (real nature) was made up of real natural elements. This environment consists of an open space, a garden, with abundant plants, water, paths, elements for resting (chairs, benches, etc.) and so forth (Figure 1). Second, Environment B (simulated nature)(Figure 2) is a closed 3x3 m room, decorated with plant elements, artificial turf and walls with large photographs that simulate a natural environment, in fact the same outdoor garden used in Environment A. One of the walls of the room has a window that takes up practically the entire width of the wall and allows natural light to enter. In the room there was a chair, to simulate the external conditions, where the participant could choose between sitting on the lawn or using one of the external resting elements. Finally, Environment C (neutral) (Figure 3) is a typical classroom with chairs and desks for taking notes.
Figure 1. Environment A (real nature): real natural setting used in the experiment

Figure 2. Environment B (simulated nature): reproduced natural setting used in the experiment
On the other hand, the materials that were used in the experiment include several wooden boards that served as a support for drawing and writing in environments A and B, bulldog clips to hold the sheets on the board, A3-size white cards with the statements of the problems proposed, A3-format sheets of white paper on which to reflect the ideas, and different coloured pencils and markers that the participants used to sketch solutions to the problems posed by the research team.

There were three problems, the statements of which were as follows:

- **P1.** You have 20 min to develop as many ideas as possible regarding novel concepts of CLOTHES ORGANISERS FOR WARDROBES. Display each of your ideas on a different sheet of paper by means of sketches and written explanations. When you have finished, you will have another 10 min to select the one that you think is the most innovative and express it on this sheet.
- **P2.** You have 20 min to develop as many ideas as possible regarding novel concepts of CONTAINERS FOR TAKING FOOD TO UNIVERSITY. Display each of your ideas on a different sheet of paper by means of sketches and written explanations. When you have finished, you will have another 10 min to select the one that you think is the most innovative and express it on this sheet.
- **P3.** You have 20 min to develop as many ideas as possible regarding novel concepts of ORGANISERS FOR DRAWING MATERIAL. Display each of your ideas on a different sheet of paper by means of sketches and written explanations. When you have finished, you will have another 10 min to select the one that you think is the most innovative and express it on this sheet.

Each participant tackled the three problems and worked in the three environments, in the problem-environment combinations shown in Table 1, in order to eliminate the possibility that the problem could influence the outcome of the analysis of the environmental influence. In the same way, the three activities were carried out with sufficient time between them to prevent fatigue from having an influence on the problem-solving process.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Environment A Real nature</th>
<th>Environment B Simulated nature</th>
<th>Environment C Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Participants: 1, 4, 7, 10, 13, 16</td>
<td>Participants: 2, 5, 8, 11, 14, 17</td>
<td>Participants: 3, 6, 9, 12, 15, 18</td>
</tr>
<tr>
<td>P2</td>
<td>Participants: 2, 5, 8, 11, 14, 17</td>
<td>Participants: 3, 6, 9, 12, 15, 18</td>
<td>Participants: 1, 4, 7, 10, 13, 16</td>
</tr>
</tbody>
</table>
Table 1. Relationship between problems set (P1, P2 and P3), environments in which they were performed (A, B and C) and participants of the experiment.

<table>
<thead>
<tr>
<th>P3</th>
<th>Participants:</th>
</tr>
</thead>
<tbody>
<tr>
<td>3, 6, 9, 12, 15, 18</td>
<td>1, 4, 7, 10, 13, 16</td>
</tr>
</tbody>
</table>

The procedure followed by the research team was directed by a set of guidelines:

- A member of the research team presents the environment in which the subject is going to work. The subjects are free to choose the specific location within the proposed environment, so that they feel as comfortable as possible.
- The researcher provides the participant with the corresponding material, together with the statement of the problem to be solved in that environment.
- Initially they are given 20 minutes in which to offer as many ideas and possible conceptual solutions to the problem as they can. Each solution should be presented on a different sheet.
- At the end of this first 20-minute period, each participant is asked to put the idea they consider to be the most creative into a definitive form on a sheet of paper. They are given another 10 minutes to complete this activity.
- Finally, the research team files the sheet with the final solution along with the rest of the sketches proposed by the participant, coding each of them appropriately with the participant's number, the problem solved (P1, P2 or P3) and the environment in which it was solved (A, B or C).

2.2. Method of evaluating solutions

This study aims to analyse not only the final outcome but also the effectiveness of the creative process in the different phases of conceptual design [36] for the different environments. The metric used for this purpose was that proposed by Shah et al. [37], in which creativity is measured according to four parameters: quantity, variety, novelty and quality. This allows us, first, to analyse creativity in the phase of generating conceptual solutions through the number of ideas that designers are able to generate in each environment, as well as their variety. The other two parameters defined, namely, the novelty and quality of the definitive idea, allow us to assess the final degree of creativity of the proposed solutions. These two dimensions, moreover, coincide with most of the metrics used to measure product creativity, which usually define creativity as the combination of two factors related to the novelty of the proposals and their usefulness [38]. In addition to this, by assessing the novelty and quality of the ideas "rejected" by designers, we can also analyse the conceptual design phase of selecting alternatives. That is, we can study whether the solution chosen by the designers as their most creative solution is really the most creative of their proposals or, on the contrary, they have been able to generate better solutions that they discarded during the process of selecting alternatives.

The four parameters included in the metric of Shah et al. [37] are defined as follows:

- Quantity: This refers to the total number of proposed solutions that the designer has been able to make in the time set for this purpose. Its value is obtained directly by counting the number of proposals.
- Variety: This examines how differently, at the functional level, the proposals are in terms of their capability to solve the problem set, according to four predetermined levels of abstraction: physical principle, working principle, embodiment and detail. Its value is obtained by elaborating a tree in which solutions are classified according to these four levels, starting with the maximum level of abstraction and subdividing it into ramifications as the level of abstraction descends. The final value for variety is established as the sum of the products of the number of divisions at each level multiplied by a coefficient associated with the level of abstraction: physical principle = 10; working principle = 6; embodiment = 3; and detail = 1. All this is then divided by the maximum number of solutions found for each problem, with the aim of equalising the scale.
- Novelty: The level of rarity of the solution offered in terms of how it solves, at the conceptual level, each of the key functions required for the problem posed. To this end, the problem is divided into these key requirements or sub-functions, which are assigned a weight according to their importance, and the level of rarity at which each sub-function has been resolved is analysed on a scale from 0 to 10. The final value for novelty is the weighted sum of the rarity of the way in which the sub-functions have been resolved multiplied by their importance.
Quality: This refers to how effectively each of the key functions cited above has been solved. As in the case of novelty, each sub-function is assigned a weight according to its importance, and will be rated on a scale from 0 to 10. In this case, a value of 0 means that the solution does not take into account the resolution of that sub-function, a value of 5 corresponds to a concept that fulfils it in a very limited way that is just enough to be able to say that it accomplishes the sub-function, while 10 indicates that the sub-function is fulfilled in the best possible way.

For the present work, the sub-functions and weights assigned for each of the proposed problems are those shown in Table 2:

<table>
<thead>
<tr>
<th>Problem</th>
<th>Sub-function</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 – Clothes organisers for wardrobes</td>
<td>F1 – way of separating/organising the clothes</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>F2 – way of installing it in the wardrobe</td>
<td>0.4</td>
</tr>
<tr>
<td>P2 – Containers for taking food to university</td>
<td>F1 – way of separating the food</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>F2 – transport/storage after use</td>
<td>0.4</td>
</tr>
<tr>
<td>P3 – Organisers for drawing material</td>
<td>F1 – way of organising the material</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>F2 – transport/location</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 2: Problems (P1, P2, P3), sub-functions (F1, F2) and weights for Novelty and Quality considered to assess the solutions.

2.3. Data analysis

All the statistical analyses were performed with the software SPSS, PASW Statistics version 23 (IBM Corporation). The four creativity parameters from the metric of Shah et al. [37] – quantity, variety, novelty and quality – were treated as variables in the following analyses. To check whether the distribution of these variables can be considered normal, the Kolmogorov-Smirnov test was applied.

Kruskal-Wallis tests were applied to these variables to check whether there is similarity in their distributions among the environments considered in the study. Significant differences are considered with p<0.05. The significance values were adjusted using the Bonferroni correction.

ANOVAs (with Bonferroni coefficient in the post hoc when the Levene test showed critical levels >0.05, otherwise the Games-Howell coefficient) were applied to check for any significant differences in the creativity parameters among environments.

In the second phase of the analysis, the rater analysed the other solutions obtained by each participant. Of these, those with maximum values for each of the quality and novelty parameters (new variables Q_pot and N_pot) were compared with the scores for the proposal selected by each participant. In order to analyse whether the participants had chosen the proposal with the highest quality and novelty, some new variables were generated, such as the difference in quality (Q_dif) and novelty (N_dif) scores between the original proposal and that chosen by the rater. The variables Q_max and N_max take the score of the exercise with the best score, bearing in mind the solution chosen by the participant and the one scored by the lecturer. Kruskal-Wallis and ANOVA tests were applied to these variables in order to identify possible significant differences in their distributions and their means, respectively, depending on the environment being considered.

3. Results

A total of 54 problems were solved and evaluated on the four creativity parameters proposed by Shah et al. [37]: quantity, variety, novelty and quality. Descriptive statistics of the evaluations are shown in Table 3.

<table>
<thead>
<tr>
<th>Creative parameter</th>
<th>Neutral environment</th>
<th>Simulated nature</th>
<th>Real nature</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Quantity</td>
<td>3.28</td>
<td>1.45</td>
<td>5.06</td>
<td>2.18</td>
</tr>
<tr>
<td>Variety</td>
<td>0.93</td>
<td>0.73</td>
<td>2.34</td>
<td>1.29</td>
</tr>
<tr>
<td>Novelty</td>
<td>3.79</td>
<td>1.21</td>
<td>4.59</td>
<td>1.97</td>
</tr>
<tr>
<td>Quality</td>
<td>4.44</td>
<td>1.29</td>
<td>5.06</td>
<td>1.43</td>
</tr>
</tbody>
</table>

Table 3: Mean and standard deviation of the evaluations of the creativity factors, by environment and overall.
The results of the Kruskal-Wallis tests show significant differences between the distributions of the variables quantity (p = .005) and variety (p = .001), depending on the environment considered. Specifically, significant differences were identified for both variables between the neutral environment and both the real (quantity, p = .021; variety, p = .009) and the simulated natural settings (quantity, p = .012; variety, p = .001). Figure 4 shows that the number of solutions obtained and the variety are both considerably lower in the case of the neutral environment. On the other hand, no significant differences were identified in the distributions of the variables novelty and quality.

![Box and whisker plots](image)

Figure 4: Box and whisker plot for the scores for the quantity, variety, novelty and quality of the problems according to the environment.

The variables Quality and Variety (Kolmogorov-Smirnov test, p < .001) can be considered normally distributed, but this is not the case for Novelty and Quality.

Applying ANOVA to these variables confirms the significant difference in the mean values of the variable Variety (F(2,51) = 8.89, p < .001) between the neutral environment and the real natural setting (p = .013), and between the neutral and the simulated natural setting (p < .001). A significant difference was also detected in the mean values of the variable quantity, although only between the neutral and real natural environments (F(2,51) = 4.024, p = .024). In any case, since the variable quantity does not follow a normal distribution, the results of the Kruskal-Wallis test are more representative in this case in terms of the differences between environments.

No significant difference was detected in the ANOVA for the variables quality and novelty.

Q dif and N dif have been previously defined as the difference in quality and novelty, respectively, between the solution that was chosen and the one chosen by the rater from among the other discarded proposals. Considering the instances of Q dif and N dif with positive values as a wise choice on the part of the participant (since the solution chosen has a higher score than the one that was rated the best by the lecturer among the other solutions generated) and those with negative values as a wrong choice (since at least one solution with a higher score than the one presented was not chosen), Tables 4 and 5 show how the number of wise choices is higher than that of the wrong choices for all the environmental categories. There is also a slight increase in the percentage of wise choices in the case of the "Real Nature" environment, which is somewhat more pronounced in the case of the variable Novelty.
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In the case of the variables $Q_{\text{dif}}$ and $N_{\text{dif}}$, the results from the Kruskal-Wallis and ANOVA tests concluded that there are no significant differences in the distribution or mean of these variables, according to the environment. Neither were any such differences detected in the variables $Q_{\text{max}}$ and $N_{\text{max}}$, which indicate the maximum score obtained for quality and novelty, respectively, whether this was obtained from the solution provided by the participant or from the problem chosen by the rater.

### Discussion

On performing separate analyses for the four parameters considered to rate creativity according to Shah’s metrics, we can see:

As for the number of ideas generated in each of the environments, the average is considerably lower in the case of the neutral classroom (3.28 solutions per participant) than in the real nature (5.28) and simulated natural environments (5.06). The statistical analysis carried out showed that this difference is significant both when comparing the neutral environment with real nature and when comparing it with simulated nature, whereas no significant difference was found between real and simulated natures. Therefore, it could be said that the natural environment, whether real or simulated, helps to generate more ideas for the designer to an equal degree.

The same occurred in the case of the variety of ideas. There was significantly less variety of ideas in the neutral environment (0.93) with respect to the real nature environment (1.97) and the simulated nature setting (2.34). Although the variety of solutions in simulated nature is perceived as greater than in the real nature setting, this difference was not significant. Therefore, it can also be said that working in a natural environment, regardless of whether it is real or simulated, allows us to obtain a greater variety of concepts.

In the case of the novelty of the solution chosen as the most creative, although the results shown in both the simulated (average score of 4.59) and the real nature setting (4.12) are greater than those obtained in the neutral environment (3.79), the differences were not significant, so in this case it cannot be stated that the environment in which the designer works influences the novelty of the solution. Since all the solutions generated by the designers were available for analysis, it was also possible to prove that the majority of the participants made a wise choice, including the most novel, 64.8% of the time. Although this selection was a little more accurate in the real nature setting (72.2%) as opposed to the simulated nature or neutral environments (61.1% in both cases), this difference was not significant, so it cannot be claimed that the environment influences the selection of alternatives. Finally, tests were also performed to determine whether there would have been any significant difference in the results if all the participants had chosen the best option in terms of novelty from among the alternatives they generated ($N_{\text{max}}$). Since the influence of the environment on novelty was not significant and most designers chose correctly in all cases, it was logical to expect that the differences between $N_{\text{max}}$ would not be significant, as was the case.

The scores on the quality of the selected solutions ran practically parallel to those of novelty. The quality values obtained in the simulated nature environment (mean value 5.06) were also slightly higher than those obtained in the case of real nature (4.64), which in turn were a little higher than those in the neutral environment (4.44), but
with no real significance. The selection of the solutions with the highest quality was even more accurate than in the previous case, with 74.1% of wise choices, also coinciding with a slightly higher number of wise choices in the case of real nature (77.8%) versus simulated nature or neutral (62.2% in both cases). Likewise, the differences in the $Q_{\text{max}}$ were not significant either. Therefore, it cannot be said that the environment in which the designer works will influence the quality of the final solution.

These different analyses and assessments of the parameters selected to evaluate the solutions obtained make it possible to compare with previous work as well as to theorise on which phases of the conceptual design are actually influenced by natural environments. If we take the conceptual design phases defined by Chakrabarti [39] into account, the first large-scale division differentiates between problem understanding (PU) and problem solving (PS). The first phase, PU, would encompass the sub-phases of problem identification, analysis and choice, which correspond more to the application of a design methodology and, given the nature of the experiment that has been designed, have been deliberately omitted. We should remember that all participants were given a brief statement and, once it had been read and understood, they were urged to move on directly to the generation of solutions, which belongs to the PS phase. Within the PS we also have three sub-phases: solution generation (SG), solution evaluation (SE) and solution selection (SS). Therefore, in the present work it could be considered that the SG phase is evaluated with the quantity and variety parameters, SE with the novelty and quality parameters, and SS can be evaluated with wise-wrong choices and $Q_{\text{dif}}$ and $N_{\text{dif}}$.

Therefore, taking this comparison into account, in view of the results, it can be stated that carrying out conceptual design work in a natural environment boosts creativity in the SG phase, regardless of whether we are talking about being immersed in real nature or whether this nature has been simulated indoors by means of artificial elements. This result implies new relevant knowledge when considering the construction or conditioning of natural spaces inside design studios.

5. Conclusions

Although it has previously seen that considering natural elements may have influence in the creativity of people, the present study has demonstrated in a practical way that this influence has also effect on the particular case of creativity of design engineers within the specific context of processes involving the design of new products. Furthermore, it has been shown that the effect of these natural elements on creativity is the same when the natural environment is simulated rather than real, since no significant differences were found, in creative terms, when comparing the results between the solutions provided when designing in the real natural environment and the artificial one, while the results in these two environments were significantly better than those obtained in a neutral environment. This result suppose a key novelty when it comes to determining the elements for optimizing the work environment for the design process and new product development, since it allows the creation of environments to help the designer to generate creative design concepts inside buildings, without having to go in search of natural outdoor environments to achieve the same positive effect or having to depend on the climate. This would be a point that should be approached, therefore, from the perspective of building engineering, taking it into consideration when proposing an interior architectural project.

In addition to this, it has also been possible to identify a priori in which particular phase of the conceptual design this environment is more helpful. The configuration of the experiment itself and the selection of variables to evaluate creativity point to the fact that empowerment is exercised in the solution generation phase, so this would be the phase in which the designer should inevitably work in a natural environment (real or simulated). On the other hand, the decision to allow participants to choose whether or not they wanted to use a design method to carry out the experiment has also led to the problem understanding phase being somewhat neglected, since previous studies have shown that when no method is used this phase is largely forgotten [40], as there is no instruction from any methodology that forces the designer to stop at this phase and reflect. Future work could therefore investigate the option of introducing the methodology factor into the study, in this case in order to analyse how it best affects the Problem Understanding phases, and whether it continues to produce the same positive effect or at the same level when using one creative design methodology or another.
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