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Spins confined in quantum dots are a leading candidate for solid-state quantum bits that can be coherently
controlled by optical pulses. There are, however, many challenges to developing a scalable multibit information
processing device based on spins in quantum dots, including the natural inhomogeneous distribution of quantum
dot energy levels, the difficulty of creating all-optical spin manipulation protocols compatible with nondestructive
readout, and the substantial electron-nuclear hyperfine interaction-induced decoherence. Here, we present a
scalable qubit design and device architecture based on the spin states of single holes confined in a quantum dot
molecule. The quantum dot molecule qubit enables a new strategy for optical coherent control with dramatically
enhanced wavelength tunability. The use of hole spins allows the suppression of decoherence via hyperfine
interactions and enables coherent spin rotations using Raman transitions mediated by a hole-spin-mixed optically
excited state. Because the spin mixing is present only in the optically excited state, dephasing and decoherence
are strongly suppressed in the ground states that define the qubits and nondestructive readout is possible. We
present the qubit and device designs and analyze the wavelength tunability and fidelity of gate operations that can
be implemented using this strategy. We then present experimental and theoretical progress toward implementing
this design.
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Single confined spins have long been considered as possible
bit states for novel optoelectronic logic devices, including
quantum computers.1 Spins confined in III-V semiconductor
self-assembled quantum dots (QDs) have received a great
deal of attention because they interact strongly with light and
provide the opportunity for ultrafast all-optical implementation
of logic operations.2–5 There has been dramatic progress in the
initialization, coherent manipulation, and readout of single
spins in GaAs and InGaAs QDs,6–13 but many challenges
to the creation of a scalable quantum logic device based on
optical control of single spins remain. One serious obstacle
is the natural inhomogeneous distribution of energy levels
in a quantum dot ensemble. This distribution necessitates
individually tuned lasers to control each bit and restricts the
ability to mediate entanglement via photonic cavity modes.14

Another obstacle is that existing approaches to all-optical
coherent control of spins require a transverse magnetic field
in order to mix spin states and permit Raman transitions.8 The
transverse magnetic field prevents nondestructive readout.9 A
third obstacle is the suppression of decoherence. Among the
many channels for decoherence, the hyperfine interaction with
nuclei is the most detrimental.15–17

We present a quantum bit (qubit) design and device
architecture that overcomes many of these obstacles. In our
approach, the two spin states of a single hole encode the qubit.
The qubit hole is localized in the top QD of a coupled pair of
vertically stacked InAs QDs. These stacked pairs of QDs are
known as quantum dot molecules (QDMs) because coherent
tunneling leads to the formation of states with delocalized
wave functions that have molecular symmetries.18–21 We
propose initializing and rotating the spin using optically
excited delocalized molecular states with mixed spin character.
A different optically excited state that is immune to spin

mixing provides a recycling transition for readout. We show
that this approach enables all-optical coherent control of single
hole spins, controlled interactions between two nonidentical
qubits mediated by photonic cavity modes, and nondestructive
readout of the spin projection along the growth axis.

The approach presented here builds on experimental
progress in the coherent control of single hole spins16,17,22–27

and electron spins in QDMs.9 The new design combines advan-
tages of these approaches and makes several key improvements
that significantly enhance scalability. First, the hole spin is
less sensitive to dephasing by hyperfine interactions with
nuclei, which provide a dominant decoherence mechanism
for electrons.16,28 Second, the spin mixing for hole tunneling
in QDMs can be engineered to be much larger than the
mixing for electron tunneling, greatly enhancing the fidelity
of the optically driven qubit rotation. Third, the spin mixing in
QDMs provides a pathway to implement all-optical coherent
control using only magnetic fields applied along the growth
direction, which is parallel to the optical axis. As a result, the
approach is compatible with the use of recycling transitions for
nondestructive readout. Finally, our approach utilizes optical
transitions between electrons and holes located in separate
quantum dots. These transitions have an extremely large Stark
shift as a function of applied electric fields, and thus provide
an enhanced capacity to tune the transitions into resonance
with external laser sources or optical cavity modes.

The use of “indirect” optical transitions, involving electrons
and holes in separate QDs, underlies an important conceptual
aspect of the device architecture proposed here. Existing de-
vice designs often assume an ensemble of identical QDs, which
is impossible to achieve experimentally. Demonstrations of
spin initialization, control, or readout using QDs typically
identify the specific optical transitions of a particular QD
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and then tune optical cavities and external laser sources into
resonance with that particular QD. This approach cannot be
scaled beyond a small number of qubits. In our approach we
begin by accepting the inhomogeneous distribution of QD
energy levels. We design a device architecture in which the
optical transitions of a subset of individual QDMs within
this ensemble can be tuned into resonance with a fixed-
frequency optical cavity or external laser. The key to tuning
many individual QDMs into resonance with a fixed-frequency
optical cavity or laser is the use of indirect transitions whose
energy shifts strongly with the electric field applied locally to
individual QDMs.

We present detailed modeling of the QDM states that
could be used for this scheme, compute the fidelity of
gate operations implemented with this wavelength-tunable
approach, and provide experimental evidence of the large spin
mixing necessary for such a scheme. In Sec. I we present
our qubit design and describe how this design suppresses
hole-spin decoherence or dephasing in the logical basis states.
In Sec. II we develop our strategies for full single-qubit
all-optical control. We first analyze the use of indirect optical
transitions (Sec. II A) and then describe how these indirect
transitions enable single spin initialization and readout with
enhanced wavelength tunability (Sec. II B). In Sec. II C we
develop the coherent control of the hole spin using Raman
transitions mediated by optically excited states with hole-spin
mixing. In Sec. III we address scalability in the context of
wavelength tunability and fidelity of spin control protocols
and discuss how the conditional interactions can be mediated
by photonic cavity modes. In Secs. IV and V we present
progress toward the implementation of this device design,
including experimental measurements of hole-spin mixing
in the optically excited positive trion state and theoretical
calculations of QDM structures that enhance the spin mixing.

I. QUBIT DESIGN

In Fig. 1(a) we schematically depict the band structure
and lowest single particle energy levels for electrons and
holes in the QDM designed for this application. The QDM
grown by molecular beam epitaxy is embedded within a p-i-n
diode structure that allows an applied electric field to tune
the energy levels of the QDs relative to one another and the
Fermi level. The bottom QD is truncated to a smaller height
than the top QD so that the hole levels can be tuned into
resonance while electron levels retain a significant energy
offset that causes electrons to always relax to the top QD.29 The
tunnel barrier formed by the intrinsic GaAs region between
the p-doped substrate and the bottom QD is chosen so that
the QDM remains deterministically charged with a single
hole in the electric field range of operation. Tunneling of
electrons into the QDM is prevented by the inclusion of an
AlxGa(1−x)As (x � 0.4) blocking layer. The heterostructure
design is schematically depicted in Fig. 1(d) and numerical
values for the design are discussed in Appendix A.

Our qubit is defined by the spin projections along the
growth axis of a single hole (h+) confined in the QDM. The
optically excited state has one additional electron-hole pair
and is called a positive trion (X+). We use (eBeT

hBhT
) to describe

the spatial location and spin orientation of each charge: eB
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FIG. 1. (Color online) (a) Schematic band diagram of proposed
qubit QDM. Direct (D) and Indirect (I) optical transitions are schemat-
ically indicated. (b) Cross-sectional STM of a QDM demonstrating
the stacking of QDs and the possibility of lateral offsets. (c) Photonic
cavity architecture incorporating multiple QDMs. (d) Schematic cross
section of device heterostructure.

(eT ) are the electron spin projections in the bottom (top)
QD; ↑, ↓ correspond to Se = ±1/2. Holes in QDs contain
both light- and heavy-hole contributions and hole spins are
properly described as Luttinger spinors.30 In single InAs QDs,
the heavy-hole-only approximation is largely valid, though
the contribution of light holes does impact spin dynamics.31

In QDMs the contribution of light-hole states becomes more
important and leads to unique and tunable properties for hole
spins.32–34 The hole-spin mixing that emerges in QDMs is a
key element of the approach we present here.30,33,35 Although
the hole spinors contain contributions from all light- and
heavy-hole-spin projections, the spinors are dominated by a
single heavy-hole-spin projection. For clarity we label the hole
state as ⇑, ⇓, corresponding to the dominant heavy-hole-spin
projection (Jz = ±3/2) in each QD. The (eBeT

hbhT
) notation

describes the states of the QDM far away from resonances.
When the electric field tunes energy levels into resonance the
resulting molecular states can be described as symmetric and
antisymmetric combinations of these basis states.

In Figs. 2(a) and 2(b) we plot the calculated energy levels
of the h+ and X+ states as a function of the applied electric
field in the presence of a static 1-T magnetic field applied
along the growth axis and optical axis (Faraday geometry).
The energy level calculation uses matrix Hamiltonian methods
that have been shown to accurately model the states of
QDMs.19–21,32,35–40 The matrix Hamiltonians and numerical
values used in the calculations presented here are described in
Appendix B. We focus first on the energy levels for the hole
(h+). There are four hole states: (0,0

0,⇑), (0,0
0,⇓), (0,0

⇑,0), (0,0
⇓,0). We

reference energies to the energy of a hole in the top QD, so
the two states with a hole in the top QD have an energy that
does not depend on electric field [horizontal lines in Fig. 2(b)].
States with a hole in the bottom QD have a linear dependence of
energy on the applied electric field [diagonal lines in Fig. 2(b)].
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When the hole levels are in resonance, coherent tunneling leads
to the formation of molecular orbitals and the appearance of
anticrossings, as shown in Fig. 2(b).

The formation of molecular orbitals results in perturbations
to the hole-spin g factor and creates the electric-field-
dependent Zeeman splitting that can be seen in Fig. 2(b).20

In the absence of hole-spin mixing, the coherent tunneling
that results in molecular orbitals is spin conserving and the
four hole states retain their spin values throughout the range
of electric field. The presence of a lateral offset between
QDs [Fig. 1(b)], however, breaks the QDM symmetry and
creates an effective spin-flip-tunneling mechanism that mixes
hole states with opposite spin projections located in separate
QDs.35 The magnitude of hole-spin mixing included in these
calculations (see Appendix B) does not result in the appearance
of anticrossings in Fig. 2(b) because the magnetic field is
too small to bring the spin mixed states sufficiently close in
energy. The presence of the spin mixing, however, appears in
calculations of the hole eigenstate composition. In Fig. 2(c)
we plot the relative contribution of each of the four hole basis
states to the molecular hole state dominated by (0,0

0,⇓). Within
certain ranges of electric field, the hole-spin mixing leads to
eigenstates containing significant contributions from multiple
spatial and spin configurations.

We design our qubit and device architecture to take
advantage of hole-spin mixing in the optically excited state
for initialization and control while suppressing the potential
negative consequences of hole-spin mixing in the logical basis
states where information is stored. The logical ground states
are the spin projections of a single hole confined in a single
QD. The use of holes suppresses hyperfine interactions with
nuclei and leads to dephasing times estimated to be at least
100 ns for a hole in a single QD.25 For electric fields to
the left of FP in Fig. 2, the logical basis states approach
the electric field of coherent tunneling. The formation of
molecular states may have negative consequences for the
storage of quantum information, including increased spin-orbit
interaction, electric-field-induced changes in g factor, and
hole-spin mixing. (We note that all of these effects also
provide tools for spin control that may be complementary
to the strategy proposed here.) To minimize the potential
negative impact of these effects on the storage of quantum
information, we design the device architecture to operate only
in the range of electric fields to the right of FP in Fig. 2 where
the logical ground states are localized atomic-like states with
minimal perturbations of their spin-orbit interaction, g factor,
or hole-spin mixing.30 In Fig. 2(c) we show that the logical
basis states remain pure for electric fields to the right of FP :
The molecular state is dominated by (0,0

0,⇓) with contributions

from (0,0
⇑,0) and (0,0

⇓,0) below 1% and the contribution of (0,0
0,⇑)

below 0.1%.
The addition of an electron-hole pair to the QDM changes

the Coulomb interactions and thus the electric field at which
coherent tunneling leads to the formation of molecular states.
Our proposed all-optical control strategy operates in the range
of electric fields where the logical basis states remain suffi-
ciently pure but the optically excited state can take advantage
of hole-spin mixing. As we describe below, hole-spin mixing
in the optically excited state allows us to perform all of our spin
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FIG. 2. (Color online) (a) and (b) Calculated energy levels for
the X+ (a) and h+ (b) states as a function of applied electric field in
the presence of a 1-T magnetic field parallel to the optical axis. Right
column indicates the dominant atomic-like basis states for each group
of molecular states. (c) Hole-spin contributions to one-hole eigenstate
as a function of applied electric field.

operations without a transverse magnetic field. Consequently,
spin projections along the optical axis are eigenstates of the
Hamiltonian and our design is compatible with nondestructive
readout. In the next sections we develop the strategy for spin
initialization, coherent control, and readout.

II. FULL SINGLE-QUBIT OPTICAL CONTROL

We propose to manipulate the qubit states with optical
pulses that couple to trion (X+) states. The X+ state contains
one electron located in the top QD and two holes that can be
in either the top or bottom QD. Coulomb interactions with
the additional electron and hole cause the anticrossings for the
X+ states to happen in a different range of electric fields than
the anticrossings of the h+ states, as shown in Fig. 2. There
are 12 basis states for the X+ with unique spatial and spin
distributions. The two states that have two holes in the bottom
QD are outside the energy range we must consider, so only 10
states appear in Fig. 2(a), as described in Appendix A. If both
holes are located in the top QD, the Pauli exclusion principle
requires them to be in a spin singlet [e.g., (0, ↑

0,⇑⇓)]. If the two
holes are in separate QDs, however, both singlet and triplet
configurations are possible.19,21 We denote the singlet state as
(0,↑
⇓,⇑)S and the three triplet states as (0,↑

⇓,⇑)T , (0,↑
⇑,⇑), and (0,↑

⇓,⇓). An
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analogous set of states exist for the electron spin down case
(↓).

Coherent coupling of any two states leads to anticrossings
of the energy levels. If only spin-conserving tunneling was
possible, only the singlet states would tunnel couple [e.g.,
(0, ↑
0,⇑⇓) ↔ (0,↑

⇓,⇑)S] and triplet states would pass through the
resonance without coupling. In Sec. IV we show experimental
evidence for the existence of hole-spin mixing that couples
singlet and triplet states. This hole-spin mixing is included
in the calculated energy levels presented in Fig. 2. As a
result of this mixing, many of the trion states that appear in
Fig. 2(a) are molecular-like admixtures of several basis states.
We take advantage of this mixing to enable new optical control
strategies.

Figure 4 presents a schematic depiction of the optical
transitions used for spin initialization, control, and readout.
These optical transitions are “indirect” in that they couple
to X+ states with an electron in the top QD and a hole in
the bottom QD. These indirect transitions are responsible
for the enhanced wavelength tunability we achieve with
this qubit design and control strategy. In Sec. II A we
analyze the tunability and optical dipole strength of indirect
transitions. In Sec. II B we analyze the spin initialization and
readout protocols. We develop the coherent control strategy in
Sec. II C.

A. Indirect transitions

Direct transitions, as schematically indicated in Fig. 1(a),
involve electrons and holes in the same QDs. These direct
transitions [e.g., (0,↑

0,⇓) and (0,↓
0,⇑)] have a weak dependence of

their energy on the applied electric field due to the quantum
confined Stark shift. The energy of the direct transition of the
neutral exciton (X0, one electron and one hole) in a QDM
with QDs separated by a 4-nm barrier is shown by the black
symbols in Fig. 3(a). Indirect transitions, also depicted in
Fig. 1(a), involve electrons and holes in separate QDs. Because
the relative energy levels of the two QDs shift in response to
an applied electric field, indirect transitions [e.g., (0,↑

⇓,0) and

(0,↓
⇑,0)] have a wavelength that depends strongly on the applied

electric field. The energy of PL emitted by an indirect X0

transition is shown by the red symbols in Fig. 3(a). Figure 3(a)
demonstrates that the energy of an indirect transition can be
tuned by at least 18 meV as the applied electric field is varied
from 5 to 45 kV/cm.

The sensitivity of indirect transition energies to applied
electric field can be enhanced by placing a thicker barrier
between the QDs. However, increasing the thickness of the
barrier also decreases the optical dipole matrix element of
the indirect transition by reducing the overlap between the
wave functions of the electron and hole. To assess the relative
strength of the optical dipole matrix element for indirect
transitions, in Fig. 3(b) we plot the ratio of PL intensity emitted
by indirect and direct transitions. The intensity of PL emission
is not a direct measure of the optical dipole strength because
the competing dynamics of radiative recombination and carrier
relaxation into and between discrete states influences the
probability that charges occupy the different optically excited
states. For example, when the indirect transition is at higher
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FIG. 3. (Color online) (a) Energy of direct and indirect PL from
the neutral exciton in a single QDM as a function of applied electric
field. (b) Ratio of PL intensity (indirect/direct) as a function of applied
electric field. AC1 indicates the region in which the direct and indirect
transitions anticross. AC2 indicates a region in which the energy and
intensity of the direct transition is influenced by an anticrossing with
an excited indirect transition (not shown).

energy than the direct transition, we would expect that
nonradiative relaxation of the hole [e.g., (0,↑

⇓,0) → (0,↑
0,⇓)] would

favor emission from the direct exciton and reduce the intensity
of the indirect transition. In Fig. 3(b) we observe significant
fluctuations in the relative intensity of the PL emitted by
indirect and direct transitions. The discontinuity near the
anticrossing of the direct and indirect transitions (AC1) is
partially due to the fact that the states are fully molecular within
this range of electric fields and the distinction between direct
and indirect does not apply. The fluctuation in the intensity
ratio around AC2 arises because the intensity of the direct
transition decreases due to an anticrossing with an excited
indirect transition (not shown).

The PL intensity ratio shown in Fig. 3(b) allows us to
estimate that the dipole matrix element for indirect transitions
in this QDM has an average value approximately 0.4 times
the dipole matrix element of the direct transition, as shown
by the dashed horizontal line in Fig. 3(b). We note that there
can be significant fluctuations between QDMs in the relative
intensity of indirect transitions. The particular QDM studied
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in Fig. 3 has a somewhat large indirect transition intensity.
This increased intensity for the indirect transition is likely
correlated to a weak tunnel coupling in this QDM that inhibits
hole relaxation between QDs. This conclusion is supported by
the observation of a relatively small anticrossing energy. We
take 0.2 as a reasonable approximation of the ratio of dipole
matrix elements for indirect and direct optical transitions in
QDMs with a 4-nm barrier. This value is depicted by the solid
red horizontal line in Fig. 3(b) and is used in our device design
and QDM modeling. Further investigation of the relationship
between QDM structure and the dipole matrix element for
indirect transitions can guide engineering of QDMs to enhance
the coupling of indirect transitions to optical fields.

B. Initialization and readout

Our spin initialization protocol [Fig. 4(a)] is based on
optical shelving. To initialize our qubit in the hole-spin-up
state, we illuminate the QDM with σ− polarized light in
resonance with the optical transition that excites from the
(0,0
0,⇓) state to one molecular-like branch of the admixture

(0,↑
⇓,⇓) ± (0, ↑

0,⇑⇓). This transition is indicated by the ‘pump laser’

transition in Fig. 4(a). Because the optically excited state (0,↑
⇓,⇓)

is indirect, the energy of this optical transition tunes very
strongly with applied electric field, enabling the wavelength
tunability we discuss below. The admixture (0,↑

⇓,⇓) ± (0, ↑
0,⇑⇓)

is possible because hole-spin mixing allows the spin-flip
tunneling that couples the hole spin down in the bottom QD
with the hole spin-up in the top QD. This mixing, and the
consequent formation of a molecular state, is indicated by the
+ /− joining the two atomic-like basis states. The relative
weight of the two basis states does depend on the applied
electric field, as we discuss further below.

The optically excited state (0,↑
⇓,⇓) ± (0, ↑

0,⇑⇓) may radiatively

decay into the (0,0
⇓,0) state by emission of a direct exciton. (0,0

⇓,0)
is a metastable state in the range of electric fields considered
here because the hole in the ground state of the bottom QD is at
higher energy than the ground state of the top QD. The hole will
thus relax back to the top QD and be again subject to the spin
initialization laser. As a result of the hole-spin mixing, there
is approximately 1% probability for radiative relaxation from
(0,↑
⇓,⇓) ± (0, ↑

0,⇑⇓) to the (0,0
0,⇑) ground state. After such a radiative

decay the hole-spin state has been initialized to the spin-up

projection. The narrow band pump laser is not resonant with
any transitions that couple to the hole-spin-up state, so the hole
spin is rapidly shelved in the spin-up projection.

Spin readout is achieved by measuring resonance fluores-
cence as depicted in Fig. 4(c). The readout states are immune to
hole-spin mixing because the Pauli exclusion principle forbids
any state with form (0, ↓

0,⇑⇑). The readout states depicted [e.g.,

(0,↓
⇑,⇓)S] are in fact molecular states [e.g., (0,↓

⇑,⇓)S ± (0, ↓
0,⇑⇓)], but

this spin-conserving mixing does not alter the polarization
selection rules or enable spin flips of the logical basis states
during readout. The direct optical transitions (electron and
hole in same QD) of the readout states are strongly suppressed
because the parallel projections of electron and hole spin are
dark exciton configurations that do not couple to optical fields.
The only mechanism for degradation of the readout states
is a spin flip of the electron, which can be energetically
suppressed by choosing to readout from the lower energy
(σ+) transition. The spin readout transitions are thus cycling
transitions compatible with nondestructive readout: many
cycles of optical absorption and emission can be undertaken to
increase detection probability without risk of altering the spin
projection of the logical basis state.9

Both the spin initialization and spin readout protocols
utilize narrow-band lasers resonant with specific optical
transitions. Because the optical transitions used for both
initialization and readout are indirect, the energy of this optical
transition can be varied with the applied electric field to tune
the optical transitions of an arbitrary QDM into resonance
with narrow-band initialization and readout lasers utilized for
multiple QDMs within the same device. In Fig. 5(a) we plot
the energy of optical transitions in the QDM designed for this
device strategy. The optical transitions are calculated by taking
the difference between the calculated X+ and h+ state energies
plotted in Fig. 2. We plot results in Fig. 5 only for electric fields
above FP , where the logical basis states remain suitable for
all-optical control.

The results plotted in Fig. 5(a) demonstrate that the indirect
optical transitions can be tuned by 3 meV (from 1285 to
1288 meV) with applied electric fields ranging between
approximately 12 and 20 kV/cm. The linear dependence of
wavelength on applied electric field continues far beyond
20 kV/cm, but we restrict Fig. 5 to this range of electric fields
for clarity in the discussion of the coherent control protocol.
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FIG. 4. (Color online) Proposed strategy for (a) spin initialization, (b) manipulation, and (c) readout using optical transitions of QDMs.
Top (bottom) rows indicate the spin projections of electrons (holes) in the top (right column) and bottom (left column) QDs.
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FIG. 5. (Color online) (a) Energies of optical transitions in our
designed QDM as a function of applied electric field. The two topmost
lines (red) indicate the transitions between the two qubit states and the
target X+ state (|t〉). The second highest pair of lines (black) indicate
the energy of transitions involving the unwanted X+ state (|u〉). Other
colors indicate the energies of all other transitions with the same
polarization (σ−) that have been included in our calculations. Inset
indicates where these transitions lie relative to the anticrossing of the
X+ state. (b) Dipole strengths of each optical transition as a function
of applied field. Color and dashing as in top panel. Dipole strengths
are measured relative to the dipole for a direct transition, which is
given a strength of 1. (c) Calculated fidelity of a π/2 rotation using
the two target transitions in the presence of all parasitic transitions
and taking into account dipole variations. The lower axis indicates
the QDM’s detuning from an ideal laser for each value of the applied
electric field.

The maximum wavelength tunability that can be achieved with
indirect transitions used for spin initialization and readout will
likely be limited by the applied electric field at which the
lowest confined hole state of the bottom QD crosses the first
excited hole state of the top QD, at which point additional
spin interactions and/or relaxation mechanisms could become
important. Spectroscopy of the excited states of holes in
QDMs suggests that this limit would permit tuning over
approximately 10 meV.40

Tuning over 10 meV is an order of magnitude improvement
over the typical Stark shift tuning (of order 1 meV) achieved
for single InAs QDs14 and comparable to the giant Stark shift
that can be achieved for single QDs confined between AlGaAs
barriers.41 In our QDM design the AlGaAs layer that blocks

injection of carriers from the n-type GaAs can be moved
arbitrarily far away from the QDs. As a result, our QDM
design is likely to be more compatible with the fabrication of
photonic crystal cavities than single QDs that achieve a giant
Stark shift by placing AlGaAs layers in close proximity to
the QDs. As discussed in Sec. II A, the dipole matrix element
for indirect transitions is weaker than the comparable dipole
matrix element for a direct transition. We discuss the impact
of these dipole matrix elements in more detail below.

C. Spin rotations

In this section we develop our approach to the implemen-
tation of single-qubit rotations. We quantify the quality of our
gates by calculating the fidelities of our spin rotations in the
presence of loss mechanisms and unwanted dynamics.

To implement arbitrary spin rotations we must be able to
perform rotations about two orthogonal axes; rotations about
other axes can be implemented by combining those. In our
present proposed design, rotations about the quantization (z)
axis will be carried out using the cycling (measurement)
transitions: A cyclic pulse on the σ− measurement transition
will induce a phase and implement a rotation about the z axis
by an angle determined by the detuning.4,5 The detuning can
be controlled independently for each qubit state (defined by
an individual QDM) using the electric field that tunes the
indirect transition relative to a fixed optical source frequency.
Coherently exciting the two target (Raman) transitions along
the quantization axis with circularly polarized light allows us
to implement rotations about an orthogonal axis.

To implement rotations about the x axis we propose the
use of the � system formed by the two qubit states [(0,0

0,⇓)

and (0,0
0,⇑)] and one of the spin-mixed trion states, as depicted

in Fig. 4(b). As shown in Fig. 4(b), there are two excited
states [the spin-mixed trion states α±(0,↑

⇓,⇓) ± β±(0, ↑
0,⇑⇓)] that are

very close in energy. We develop our strategy based on the
use of the high-energy spin-mixed trion state for the Raman
transition and label this state |t〉, for target. We want to avoid
the low-energy spin-mixed trion state and label this state |u〉,
for unwanted. We will return to the impact of this unwanted
state below.

The two atomic-like basis states that contribute to the spin-
mixed molecular state |t〉 involve direct and indirect transitions
with significantly different optical dipoles. A key advantage of
our scheme is that the molecular state that mediates the Raman
transition is dominated by the triplet state that is excited by
the indirect transition [(0,↑

⇓,⇓)]. Hole-spin mixing adds a small
fraction of the singlet state excited by the direct transition
[(0, ↑

0,⇑⇓)]. Because the molecular state is dominated by the triplet
configuration basis state, the dipole matrix element for the
indirect transition is comparable to the direct transition. Both
transitions have the same polarization. The energy levels and
dipole strengths are computed assuming a hole-spin-mixing
strength of 300 μeV, which we believe to be a value achievable
with present growth methods (see Sec. V and Appendix B).

Spin rotations about the x axis are based on coherent
population trapping (CPT). As developed in Ref. 5 we can
create an effective two-level system by using two appropriate
phase-locked pulses, each focused on one of the legs of the
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FIG. 6. Fidelity as function of angle of rotation for ‘traditional’
approach (dashed black line) in which the laser is detuned and our
new approach (solid red line) in which the QDM is tuned relative to a
fixed laser. The π -rotation is implemented by a resonant set of pulses,
in which case the two approaches coincide. Inset: temporal profile of
the hyperbolic secant pulses used in our simulations (intensity in a.u.).
The bandwidth of the pulse is 0.02 meV; the optical decay time is
taken to be 1ns.

� system. We create an effective two-level system when the
parameters of the two pulses are related in a certain way;5

physically, a dark state is created. When the two transitions
have the same Rabi frequency, the bright state is an equal
superposition of (0,0

0,⇓) and (0,0
0,⇑). Therefore a cyclic evolution

will induce a phase to this superposition state and implement
a rotation about the x axis. The angle of rotation can be
controlled by the detuning [ε in Fig. 4(b)], which is the same
for both legs.

There are always sources of error that will lower the fidelity
of the spin rotations. The finite lifetime of the excited state will
introduce nonunitary evolution and therefore will reduce the
purity of the qubit. The unwanted state |u〉, along with other
parasitic transitions, will alter the unitary dynamics and lower
the quality of the gate. Finally, there is an additional error
coming from the fact that the pulse that is meant to excite one
transition of the � system will also affect the other one. This
is because the two transitions have the same polarization. To
quantify the effects of these error mechanisms and compare
our approach to the “traditional” approach in which the control
lasers are tuned relative to the fixed frequency of QD optical
transitions, we calculate the fidelity of the gate. The fidelity
is calculated as 〈Tr(ρtρ)〉	 , where ρt is the density matrix
corresponding to the target final state when starting from
initial state 	, ρ is the actual final density matrix, and the
average is taken over all initial spin states. The fidelity for
the “traditional” approach is plotted by the dashed black line
in Fig. 6 as a function of the angle of the x rotation. The
angle of rotation is controlled by varying the detuning of the
laser while the electric field applied to the QDM, and thus
the optical transition energies of the QDM, remain fixed. We
choose a fixed electric field of 15.3 kV/cm, where the dipole
strengths of the two branches of the Raman transition are equal
[see Fig. 5(b)]. The inset to Fig. 6 shows the temporal pulse
envelope used in these calculations. In the next section we
assess the impact of changing dipole strengths and electric
fields on the fidelity of tunable spin rotations implemented
using our approach.

D. Tuning spin rotations for a single QDM

As discussed above, the angle of coherent spin rotations
can be controlled by varying the detuning of the lasers relative
to the optical transitions [ε in Fig. 4(b)]. In traditional device
designs the laser would be tuned relative to the fixed frequency
of optical transitions of the QD or QDM that defined the qubit.
The fidelity of gate operations that can be achieved for our
QDMs using the traditional approach is plotted by the dashed
black line in Fig. 6. Our design achieves improved scalability
by utilizing laser sources with fixed frequency and tuning
individual qubits into resonance with the available sources.
The tunability can be used both to select which qubits are
affected by the lasers and to control the detuning in order
to control the angle of rotation. Unfortunately, the applied
electric field that tunes the energies also changes the dipoles
of the transitions because the composition of the states varies.
As a result, the dipoles do not remain constant when we vary
the applied electric field in order to control the detuning. These
varying dipoles are shown in Fig. 5(b).

To show that the variation in dipole matrix elements
does not prohibit execution of spin rotations by arbitrary
angles, we calculate the fidelity for spin rotations executed
by tuning QDMs relative to a fixed frequency laser source.
The computed fidelities are shown by the solid red line in
Fig. 6. The calculations include all sources of error considered
for the traditional approach in addition to the changing
dipole strengths. The laser pulse profile and frequency remain
constant and the angle of rotation is varied by tuning the
electric field to control the detuning (ε). The plotted value
indicates the best fidelity that can be achieved for a given angle
of rotation using the design from Ref. 5 without additional
pulse shaping. To compensate for the unequal dipoles we vary
the relative intensity of the two lasers that address the two
legs of the � transition. Rapid modulation of laser power
for each target rotation will be challenging, but should be
achievable with electro-optic modulators. The optical decay
time is taken to be constant at 1 ns because direct radiative
recombination will likely remain the dominant lifetime limit.
Figure 6 shows that the fidelity of gate operations implemented
with our approach is, in fact, slightly better than that achieved
by the traditional approach. The electric field must be tuned
by only 0.05 kV/cm to affect the change from a π/2 to a
π rotation. Figure 6 uses simple pulse shapes and therefore
provides a conservative estimate of the fidelities that can be
achieved with our approach.

III. SCALABILITY

In this section we address two important aspects of
scalability. First, we examine the tunability of the system, in the
sense of fixing a modest number of optical sources and tuning
the QDMs into resonance with those sources. This approach
allows for a substantial decrease in the equipment overhead
and device complexity. Second, we develop an approach for
coupling arbitrary pairs of qubits without increasing our laser
overhead.

A. Tunability in a multi-QDM system

In the ideal case, all QD-based qubits would be identical
and could be addressed by a single group of optical sources. In
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FIG. 7. (Color online) Fidelity of spin rotation as a function of
the angle of rotation for a multi-QDM system with variations in their
optical resonances. Each curve corresponds to a different value of the
E field; from top to bottom at φ = π/2: 13.8, 14.7, 15.3, 15.6, 16,
16.4, 16.8, 17.2, 13.4, 17.7, 18.1, 19.3 kV/cm. The pulse envelope
is similar to that used in Fig. 6 but with half the bandwidth, so about
double in temporal length.

reality, the inhomogeneous distribution of energy levels in QDs
makes this impossible. A mechanism for tuning the optical
initialization, control, and readout transitions into resonance
with a small number of fixed-frequency optical sources is
therefore desirable for the development of a realistic, scalable,
multiqubit device. We have analyzed the wavelength tunability
of the spin initialization and readout transitions above, and
addressed spin rotation tunability within a single qubit. We
now address the wavelength tunability of our spin rotations in
the case of a system of inhomogeneous QDMs.

The inhomogeneous distribution of QD energy levels means
that an arbitrary QDM qubit will not have equal dipoles for
the two legs of the � transitions when that QDM qubit is
tuned into resonance with the laser sources. As a result, Fig. 6
is not general enough to describe a multi-QDM system. To
analyze the multi-QDM system we compute the fidelity versus
rotation angle for various values of the E field, which simulates
the need to tune an individual QDM farther away from the
ideal electric field (at which the dipole strengths of the two
transitions are equal) in order to tune that QDM into resonance
with the available optical source. The results are plotted in
Fig. 7. The different lines correspond to different applied
electric fields with the consequent different relative dipole
strengths for the � transition. In this calculation we do not
correlate the detuning of the target transitions to the dipoles.
Figure 7 therefore describes the range of fidelities that could
be achieved for a QDM ensemble with a certain energy
distribution.

To further quantify the range of tuning that could be
achieved for an arbitrary QDM qubit, we plot the fidelity for
a π/2 rotation as a function of electric field applied to tune
the QDM into resonance with a fixed laser source. The results,
presented in Fig. 5(c), show that our scheme can achieve a
fidelity of at least 0.8 when tuning a particular QDM to use
a fixed-frequency laser anywhere within a 5-meV window. A
fidelity of 0.8 is certainly well below the formidable values
(∼99.99%) needed for practical quantum computation. The
present fidelity values are intended to illustrate that it is
feasible to tune individual QDMs to utilize fixed-frequency
laser sources and should be viewed as a lower bound of

what can be achieved. The present calculations have used
very simple pulse shapes and there are ways to increase the
fidelity of the operations by using numerical pulse optimization
techniques to design pulse shapes tailored to this system. In
particular, by the use of optimal control theory we can impose
the condition that the rotation is robust against substantial
variations in the ratio of the dipole couplings. This could be
done by running a Krotov algorithm in parallel for a number of
systems with varying dipoles. Similar approaches can improve
fidelities against other types of errors, such as unintended
couplings to other states. We expect that with such techniques
the fidelities should approach the near-perfect values needed
for realistic quantum information processing.

B. Two-qubit gates

The wavelength tunability enabled by our QDM-based
qubit design provides a unique opportunity to couple arbitrary
pairs of qubits through a photonic crystal cavity mode. As
depicted in Figs. 1(c) and 1(d), the qubits in our proposed
device architecture are defined by QDMs that are determinis-
tically spatially coupled to a single photonic crystal membrane
cavity mode.42 The wavelength of the photonic crystal mode
can be fine tuned,43 but the QD inhomogeneity makes it
extremely challenging to choose a cavity resonance that is
ideal for all qubits if they are defined by as-grown QDs
or QDMs. Our QDM qubit design allows each QDM to be
individually controlled by local electric field gates to provide
in situ tuning of the coupling between individual QDMs and
the cavity mode. We propose to use p- and n-type GaAs as the
electrical contacts in order to avoid the inclusion of metals,
which would heavily degrade the cavity quality factor.44

During device calibration, the local electric field necessary
to tune each QDM into resonance with the available optical
sources and/or cavity mode would be determined. During
the execution of logic operations, each QDM can be tuned
appropriately with respect to these optical sources and the
cavity. (We note that conventional photonic cavity designs
support linear polarization modes, but circularly polarized
modes are advantageous for spin control. Because the cavity is
off-resonant from the (narrowband) laser sources, their direct
interaction is very weak. The lasers rather interact directly with
the QDMs. Therefore, we do not expect the laser polarization
to be affected by the cavity.)

Using the approach of Ref. 45, pairwise entanglement can
be created via cavity-mediated entangling gates by selectively
tuning two QDMs to the appropriate detuning relative to the
cavity mode. The remaining qubits are isolated by significantly
detuning them relative to the cavity via use of their local
electric fields. The cavity-mediated entanglement, described
in more detail below, occurs only when a laser pulse is
present, suppressing the possibility of unintended couplings
as the QDMs are tuned in preparation for each logical gate
operation. The optical transitions relevant to coherent single-
spin rotations, readout, and two-qubit gates are all among the
highest-energy transitions shown in Fig. 5(a). Consequently,
the QDMs can be red-detuned relative to the cavity when they
are to be isolated, ensuring that other optical transitions of the
QDM never become more strongly coupled to the cavity mode.

Our proposed cavity-mediated two-qubit gates are based on
the readout transitions (0,0

0,⇑) ↔ (0,↓
⇑,⇓)S ± (0, ↓

0,⇑⇓). Bringing these
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transitions near the two-photon resonance with the cavity,45 we
can diagonalize the Hamiltonian consisting of one qubit state
and the direct trion excited by a fixed circular polarization for
each of two QDMs and by three photonic number states: the
zero-, one-, and two-photon states. The eigenstates of this
Hamiltonian will be entangled states of all three systems
(QDM1, QDM2, photon), and will naturally separate into
subspaces, depending on the number of excitations.45 These
eigenstates have energies that are shifted from the sum of
the noninteracting system’s net energy, and thus a specific
entangled state can be selectively excited optically. The
requirement on the cavity is that its Q is high enough that
its line broadening is smaller than the Zeeman energy of the
qubits and that the QD-cavity coupling g is larger than the
decay rates involved. These requirements ensure that the other
qubit states will not couple to the cavity and each other and that
two-qubit unitary operations are in principle possible. Under
these conditions, we can use a single cyclic pulse to induce a
π phase on the state |⇑1⇑2〉, by which we mean the state of
two qubits, each in their own QDM, both with hole spin-up.
Inducing a π phase on the state |⇑1⇑2〉 effects an entangling
CZ gate.45

IV. EXPERIMENTAL EVIDENCE OF HOLE-SPIN MIXING
IN OPTICALLY EXCITED STATES OF QDMS

As a first step toward implementing this device architec-
ture, we experimentally measure the magnitude of hole-spin
mixing in the positive trion (X+) state. The QDM studied
experimentally has a 4-nm barrier separating the two QDs,
identical to the barrier in the QDM proposed here. The QDM
we measured is grown on an n-type substrate and is optically
(not electrically) charged with a single excess hole.19,20 The
built-in electric field and QD asymmetry of this sample are
also inverted relative to the sample described above. None of
these changes impact the spin mixing interactions that are the
focus of this experiment. The sample is prepared with an ohmic
back contact and Schottky top contacts enabling us to study
individual QDMs using photoluminescence (PL) spectroscopy
as a function of both applied electric and magnetic fields. A
detailed description of experimental procedures can be found
in previous publications.33 Here we present the evidence of
hole-spin mixing in the optically excited trion states (X+),
which manifests as new anticrossings in the photolumines-
cence (PL) spectra. We compare computational simulations of
the observed PL spectra to extract a numerical value of the
hole-spin mixing strength.

In Fig. 8(b) we show the experimentally measured PL
spectra of a single QDM in the presence of a 6-T magnetic field.
The figure plots the photoluminescence intensity (grayscale)
as a function of both applied electric field (x axis) and energy
(y axis). The initial and final states of optical recombination are
the X+ and h+ states, analogous to those displayed in Figs. 2(a)
and 2(b). As seen in Fig. 2, Coulomb interactions cause the
anticrossings of the X+ and h+ states to occur at different
values of the applied electric field. As a result, the PL energy
as a function of electric field shows the characteristic “x”
shaped pattern.19 Note that the “x” appears doubled because
the magnetic field introduces a Zeeman splitting between states
that have a total flip of all spins. The circled regions indicate

5 kV / cm

1 meV

(b) (c)(a)

FIG. 8. (Color online) Experimental and calculated spectra from
the positive trion in a QDM with a 4-nm barrier in a 6-T longitudinal
magnetic field. (a) Experimental spectra, (b) calculation with hm = 0,
(c) calculation with hm = 0.2 meV. The circles highlight four regions
where the features observed experimentally are only reproduced by
the calculation including nonzero hm.

the locations of anticrossings and fine structure that arise due
to hole-spin mixing.

In Figs. 8(b) and 8(c) we show calculated PL spectra
computed with the matrix Hamiltonian method described in
Appendix A and in previous publications.33 In Fig. 8(b) the
hole-spin mixing term (hm) is set to zero and in Fig. 8(c)
the hole-spin mixing term is set to 0.2 meV. It is clear that
the inclusion of the hole-spin mixing term generates the
additional anticrossings and fine structure apparent in the
circled regions. The value of hm ∼0.2 meV is obtained by
varying the magnitude of hm and evaluating the best fit to
the experimental data. This result experimentally verifies the
existence of hole-spin mixing in the trion state and validates the
feasibility of the qubit design and device architecture proposed
here.

V. CONTROLLABLY GENERATING HOLE-SPIN MIXING
WITH THE DESIRED MAGNITUDE

For the qubit and device designs we propose, strong spin
mixing is desirable because it separates the target (|t〉) and
unwanted (|u〉) states. The energy level calculations presented
in Fig. 2 use a value of hm = 0.3 meV, and the energy levels
and dipole matrix elements computed with these parameters
are the basis for the calculated fidelity presented in Fig. 5(c).
The fidelity results would improve for larger values of hm.

As discussed in Ref. 35, holes are described as Lut-
tinger spinors with coupled heavy hole (HH) and light hole
(LH) components. The hole pseudospin projections in self-
assembled QDs, ⇑ and ⇓, can be identified with the total
angular momentum of the Luttinger spinors, Fz = 3/2 and
Fz = −3/2. When the axial symmetry of the nanostructure
is broken, Fz is no longer a good quantum number and
hole-spin mixing (i.e., coupling between Fz = 3/2 and Fz =
−3/2 states) arises. The admixing of the two pseudospins is
mediated by the LH components of the spinor.35 In QDMs, the
constituent QDs are usually symmetric enough to neglect this
spin mixing mechanism. If the QDM is misaligned, however,
the application of an electric field forcing the hole to delocalize
over the two QDs leads to a severely asymmetric orbital
and spin mixing becomes important. In Fig. 1(b) we show
a cross-sectional STM of stacked InAs QDs that shows the
possibility of symmetry breaking due to lateral offset along
the stacking axis. Clearly, the larger the lateral offset between
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the QDs of the QDM, the stronger the asymmetry and the
stronger the spin mixing. Using k·p calculations we previously
showed that a QDM could give rise to hm = 0.1 meV for
center-to-center lateral offsets of ∼5 nm.35 A 5-nm offset is
unusually large but within the observed range.35

As described in Sec. IV, we have now experimentally
measured values of hm up to ∼0.2 meV. In order to further
increase hm one could use larger offsets, but this structural
parameter is unfortunately difficult to control. Moreover,
increasing the offset has the negative side effect of reducing the
tunneling rate.35 In this section we propose a more efficient
way to enhance the spin mixing by using QDs with larger
aspect ratio (i.e., larger ratio of height to radius). Larger aspect
ratios qualitatively increase the hole-spin mixing because the
anisotropic masses of HHs and LHs cause the LH character to
increase with increasing aspect ratio in QDs grown along the
[001] (z) direction. As a result of the increased LH character
the pseudospin coupling increases. We analyze the strength of
hole-spin mixing as a function of QDM structure using k·p
theory and demonstrate that this approach provides a feasible
path to fabrication of QDMs with hm � 0.3 meV.

The spin mixing parameter hm is defined as the matrix
element coupling states with holes localized in opposite QDs
and with opposite spin. We analyze the dependence of this
spin mixing parameter on QDM structure and symmetry with
a simplified Hamiltonian. In a basis formed by |a〉 = (0,0

⇑,0) and

|b〉 = (0,0
0,⇓), the spin mixing Hamiltonian reads

(
Ea + ed F hm

hm Eb

)
, (1)

where Ea and Eb are the energies of |a〉 and |b〉 at zero electric
field. At the resonant electric field (Ea + edF ) = Eb = E0

and the two hybridized states have energies E± = E0 ± hm.
Thus, hm = �/2, where � = E+ − E− is the magnitude of
the spin anticrossing gap between (0,0

⇑,0) and (0,0
0,⇓).

To determine �, we run numerical simulations using the
same theoretical model and material parameters as in Ref. 35.
A typical hole energy spectrum as a function of the external
electric field is presented in Fig. 9(a) . The spectrum is
calculated with a magnetic field B = 6 T to separate the
spin-conserving anticrossings (F ∼ −2 kV/cm) from the spin
anticrossings we are interested in (F ∼0 and F ∼ −4 kV/cm;
see arrows). We note that in our formulation of the k·p
Hamiltonian there are no off-diagonal magnetic terms, so the
strength of the HH-LH coupling terms does not depend on
B.46

Figure 9(a) reveals that there are two spin anticrossings,
�0 and �1. In general the magnitude of the anticrossings is
asymmetric, with �0 > �1. This is because the spin mixing
is mediated by LHs delocalized over the entire QDM. HHs
come into resonance at F ∼ −2 kV/cm, but LH states come
into resonance at electric fields closer to 0 kV/cm because of
their lighter vertical mass. Consequently, the �0 anticrossing
is closer to the resonant field of LHs, where LH delocalization
and hence spin mixing are maximized.

In Fig. 9(b) we plot the magnitude of �0 for different QDMs
as a function of the lateral offset. The QDMs are made of
lens-shaped QDs with H = 2 nm height, radius R, and interdot
barrier D. Because we are interested in strong spin mixing, we

μ
Δ

01

(b)

(a)

R=10 nm

R=15 nm

R=13 nm

0

ΔΔ

−4 −2  0  2−6

 (
   

eV
)

 42  44  46  48  50

ho
le

 e
ne

rg
y 

(m
eV

)

F (kV/cm)

 107

 106

 0

 100

 200

 300

 400

 600

 500

lateral offset (Ang)

FIG. 9. (Color online) (a) Single hole energy as a function of
the electric field in a QDM subject to B = 6 T. The QDs have
H = 2 nm, R = 15 nm, D = 1.8 nm, and are offset by 4.2 nm.
(b) Spin anticrossing gap as a function of the QDM offset for QDs with
different aspect ratio. Triangles correspond to (R,D) = (15,1.8) nm,
circles to (R,D) = (13,1.7) nm, and squares to (R,D) = (10,1.6) nm.

focus on large (but experimentally accessible) offsets. For QDs
with R = 15 nm, �0 reaches maximum values of 0.2 meV
(hm = 0.1 meV), which is the case reported in Ref. 35. For
QDs with R = 13 nm �0 is systematically larger, and hm =
0.15 meV is attained for a 5-nm offset. Last, for QDs with
R = 10 nm the magnitude of the spin mixing is even stronger
and �0 = 0.6 meV (hm = 0.3 meV) is already within reach.

Similar trends to those reported in Fig. 9(b) are obtained
for �1, albeit with smaller magnitude (�1 � �0/2). One could
think of increasing the QD aspect ratio by growing taller QDs
instead of reducing R. However, this also reduces the tunneling
rate of the QDM, so reducing the lateral size is preferable. The
lateral size of InAs QDs can be controlled experimentally
by growing on templated surfaces.47 It may also be possible
to use new methods for the growth of QDMs with precisely
tailored three-dimensional configurations to engineer physical
interactions that maximize wavelength tunability and gate
operation fidelity.48

VI. SUMMARY

We have presented a scalable qubit design and device
architecture based on the spin states of single holes confined
in a QDM. The QDM qubit enables a new strategy for
all-optical coherent control via indirect optical transitions.
The wavelength tunability of indirect transitions allows us
to develop a device architecture in which locally applied
electric fields are used to tune individual QDMs into resonance
with a single photonic cavity mode or a small number of

085319-10



SCALABLE QUBIT ARCHITECTURE BASED ON HOLES IN . . . PHYSICAL REVIEW B 86, 085319 (2012)

optical sources at fixed wavelengths. Thus, our design offers a
tremendous reduction in the required overhead as compared to
schemes based on single QDs. We take advantage of hole-spin
mixing in order to execute spin initialization and coherent
spin rotations with indirect optical transitions and without
transverse magnetic fields. The absence of transverse magnetic
fields enables nondestructive readout. We show how cycling
transitions can be used for nondestructive readout by optically
exciting trion states that are immune to hole-spin mixing.
We demonstrate that ultrafast coherent spin rotations can be
achieved by tuning the indirect transitions of individual QDMs
into resonance with a single optical pulse or a pair of pulses. We
show that these spin rotations have a minimum fidelity of 0.8
over a minimum tuning range of 2.5 meV, despite fluctuating
dipole strengths, and describe a path to the development of
optical control protocols that can enhance the fidelity and
the wavelength tunability of this approach. We demonstrate
experimental and theoretical progress toward the development
of QDM materials to implement the designs presented and
validated here.
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APPENDIX A: QDM DESIGN PARAMETERS

The substrate doping, choice of QD asymmetry and applied
electric field can be used to control the total charge occupancy
and spatial location of charges in a QDM.29 The qubit we
present here is designed to induce controlled coupling of hole
energy levels in a range of electric fields in which the QDM
remains charged with only one hole. The thickness of the
undoped GaAs separating the QDs from the p-doped region
(25 nm) is set by the Coulomb blockade strength and allows
for deterministic charging of the QDM with a single hole.
The QD asymmetry (bottom QD truncated to 2.8 nm, top QD
truncated to 3.2 nm) is chosen to ensure that hole levels come
into resonance for the sign and range of electric fields applied
in the p-i-n diode structure. This asymmetry and sign of the
applied electric field also ensure that the electron is located in
the top QD.

The thickness of the GaAs separating the top QD from the
AlGaAs blocking layer is less critical; it is only necessary
to ensure that that the AlGaAs layer is sufficiently thick
to suppress tunneling of electrons from the n-doped GaAs
top contact and sufficiently far away from the QD to avoid
altering growth dynamics or hole confinement. Because the
thickness of the GaAs and AlGaAs layers above the top
QD are flexible, the net thickness of the heterostructure can
be chosen to provide the optical confinement necessary to
fabricate a high-Q photonic crystal that places the QDMs at
electric field maxima. The AlxGa(1−x)As (x � 0.7) sacrificial
layer is included below the p-doped GaAs region in order to
facilitate an undercut etch that releases the photonic crystal
membrane.

APPENDIX B: COMPUTATIONAL MODEL

The energy levels, optical transitions, and optical dipoles presented above are calculated using matrix Hamiltonian methods
presented in previous publications.19–21,32,35–40 The relevant basis states for the optical ground state (logical basis states) are

(
0 0

0 ⇑
) (

0 0

0 ⇓
) (

0 0

⇑ 0

)(
0 0

⇓ 0

)
. (B1)

In this basis, the matrix Hamiltonian that describes the hole states is given by

⎛
⎜⎜⎜⎝

1
2μBBgh 0 −th + 1

2μBBgb −hm

0 − 1
2μBBgh hm −th − 1

2μBBgb

−th + 1
2μBBgb hm dF + 1

2μBBgh 0

−hm −th − 1
2μBBgb 0 dF − 1

2μBBgh

⎞
⎟⎟⎟⎠ . (B2)

The definitions and numerical values for each symbol are provided in Table I. The basis states for the positive trion (X+)
matrix Hamiltonian are

(
0 ↑
0 ⇑⇓

)(
0 ↑
⇑ ⇓

)
S

(
0 ↑
⇑ ⇓

)
T

(
0 ↑
⇓ ⇓

) (
0 ↑
⇑ ⇑

)
, (B3)
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TABLE I. Definitions and numerical values for computational parameters.

EX+ 1280 meV Energy of the trion
−th −0.3 meV Bare hole tunneling strength
−tX+ −0.45 meV Hole tunneling strength in trion state
d 4 nm QD separation
F Varies Applied electric field
hm 0.3 meV Hole-spin mixing strength
μB 57.9 μeV/T Bohr magneton
B 1 T Magnetic field
gh −1.555 Hole g factor
gb 0.4 Barrier contribution to hole g factor
ge −0.64 Electron g factor
� 3.2145 meV Energy shift due to Coulomb interactions when all three charges are in the same QD
J 0.116 meV Electron-hole exchange energy

In this basis, the matrix Hamiltonian that describes the positive trion state is given by

EX+ =

⎛
⎜⎜⎜⎜⎜⎜⎝

� − 1
2μBBge −tX+ 0 hm hm

−tX+ dF − 1
2μBBge J 0 0

0 J dF − 1
2μBBge 0 0

hm 0 0 dF + J − 1
2μBB (ge + 2gh) 0

hm 0 0 0 dF − J − 1
2μBB (ge − 2gh)

⎞
⎟⎟⎟⎟⎟⎟⎠

.

(B4)

Note that the full matrix is block diagonal with a submatrix
for the electron spin −1/2 that exactly parallels the +1/2
case presented here. The parameter definitions and numerical
values are given in Table I.

The energies of hole and trion states are computed by
calculating the eigenvalues of the matrix Hamiltonian as a
function of electric field, F . The hole-spin purity [Fig. 2(c)] is
calculated by plotting the relative contributions of each basis
state to the eigenvector that describes the admixture of all
states for a given value of F . The dipole matrix elements are
computed by the product 	h · Ŝ · 	X+ where 	h and 	X+

are the eigenvectors describing the hole and trion states at

a given value of F . Ŝ is a matrix describing the selection
rules for all optical transitions. Ŝ assigns amplitude 1 to all
bright direct transitions (i.e., electron and hole in the same
QD with opposite spin projections), amplitude 0 to all dark
transitions, and amplitude 1

2 to all transitions involving singlets
or triplets that are superpositions of a bright and a dark direct
transition. Bright indirect transitions in Ŝ are given amplitude
0.2, consistent with the measured ratio of optical intensities for
direct and indirect transitions in samples where the QDs are
separated by a 4-nm barrier. Indirect transitions that involve
singlets or triplets that are superpositions of a bright and a dark
state are given amplitude 0.1.
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